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Layered architecture and performance metrics for mobile sys-
tems: a proposal

ABSTRACT

Mobile Computing is evolving into an important and indispensable area. In the

forthcoming years, it is expected that the number of people interacting with mobile

systems will increase significantly. A sector where Mobile Computing is applied is

Precision Beekeeping (PB), which can be defined as the process of monitoring bees in

their hives in order to detect the state of the colony and prevent undesirable events.

This is done through mobile systems, which provide parameters such as temperature or

humidity to learn more about the conditions of the colony. However, the development of

these applications is complex due to them running in various heterogeneous environments.

Furthermore, technologies and network protocols are constantly being updated, which is

why the Mobile Computing environment is characterized with variability. The objective

of this project is to propose a layered architecture that would ease the development

and maximize the lifespan of mobile systems. The layers of the proposed infrastructure

are: Service Layer, Network Layer and Hardware Layer. In addition, performance

metrics are proposed in order to evaluate mobile systems and their infrastructures. The

expected contributions of this research include a flexible architecture to simplify the

development and maintenance of mobile systems, and performance metrics, which will

support validating portable applications. Furthermore, it is expected that this project

will support the growth and evolution of Mobile Computing and PB, and serve as a basis

for future developments of mobile systems.

Keywords: Mobile Systems. Computer Architectures. Mobile Computing. Precision

Beekeeping.



Arquitetura baseada em camadas e métricas de desempenho para
sistemas móveis: uma proposta

RESUMO

A Computação Móvel está evoluindo numa área importante e indispensável. Nos

próximos anos espera-se que o número de pessoas interagindo com sistemas móveis

aumente de uma forma considerável. Um setor onde é aplicada a Computação Móvel é

Apicultura de Precisão (AP), a qual pode ser definida como o monitoramento das abelhas

em colméias para identificar o estado da colônia e assim prever eventos indesejáveis.

Isso é feito por meio de sistemas móveis, os quais fornecem parâmetros tais como a

temperatura ou umidade para conhecer sobre as condições da colônia. O desenvolvimento

de aplicações portáveis é complexo porque são executadas em ambientes heterogêneos.

Além disso, as tecnologias e protocolos de rede são atualizados constantemente pelo

qual o entorno da Computação Móvel é caracterizado por mudanças. Os objetivos deste

trabalho são propor uma arquitetura flex́ıvel baseada em camadas que permita facilitar

o desenvolvimento e maximizar a vida útil de sistemas móveis, e propor métricas de

desempenho para avaliar sistemas portáveis. As camadas da infraestrutura proposta

são: Camada de Negócio, Camada de Rede e Camada de Hardware. As contribuições

esperadas deste trabalho incluem: uma infraestrutura flex́ıvel, a qual permita simplificar o

desenvolvimento, atualização e manutenção de sistemas móveis, e métricas de desempenho

para avaliar sistemas portáveis. Além disso, espera-se apoiar no crescimento e evolução

da Computação Móvel e AP, e ser uma base para futuros desenvolvimentos de sistemas

móveis.

Palavras-chave: Sistemas Móveis. Arquitetura de Computadores. Computação Móvel.

Apicultura de Precisão.
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1

Introduction

Nowadays, Mobile Computing is widely utilized in several fields, including Agriculture.

Mobile devices are constantly increasing and offering modern services due to emerging

technologies.

Such gadgets are utilized in a wide range of scenarios including Precision Beekeeping

(PB). PB refers to the process of monitoring bees in their hives, utilizing Information

Technology (IT) tools, such as temperature or humidity sensors, microphones and/or

infrared cameras. The use of such devices is done in order to accurately maintain bee

colonies. Bees are indispensable because of their ability to pollinate, providing nutrients

for humans and animals, as well as aiding in ecosystem health.

A mobile system called myBee, developed by the State University of Maringá (UEM) and

Federal University of Rio de Janeiro (UFRJ), was implemented to monitor and control the

internal temperature of hives belonging to the Apis Mellifera species [114]. myBee utilizes

a two-layered architecture to manage services and hardware components.

Based on this system, it was acknowledged that the development of mobile systems is

complex because they are executed in heterogeneous environments. Furthermore, network

technologies and protocols are constantly being updated, which is why Mobile Computing

is evolving considerably. Another challenge is maximizing the lifespan of a mobile system,

which can be defined as the period when efficiency and availability are at their maximum

capacity.
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1.1 Objectives and Contributions

Since myBee is considered a primary source of motivation for this master’s project, the

objectives are to:

• Propose a flexible and layered architecture that allows for simplicity in developing

and maximizing the lifespan of any mobile system; and

• Propose performance metrics in order to evaluate mobile systems and its infrastruc-

tures.

The expected contributions of this work include: a flexible architecture, that provides

simplicity in developing, updating and maintaining mobile systems; and performance

metrics to evaluate a portable application. In addition, myBee was documented in

order to better comprehend it. Thus, this master’s project offers technical and scientific

contributions. Furthermore, this thesis will support the growth and evolution of Mobile

Computing and PB, as well as be a basis for future developments of portable systems.

1.2 Text Structure

The text is organized as follows. Chapter 2 describes general concepts related to mobile

systems and architectures. Chapter 3 details about PB. Chapter 4 describes myBee, the

experiments that were executed and works related to PB systems. Chapter 5 presents

the proposals, which consist of a layered-based architecture and performance metrics

for any type of mobile system. Chapter 6 describes related works in regards to mobile

and/or monitoring systems, architectures and metrics. Finally, Chapter 7 establishes the

conclusions of this project.
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2

Mobile Systems

Over the last few years, desktop computing has seen a major reduction, in terms of usage,

due to portable systems and gadgets. Mobile computing can be defined as information

access via non-stationary devices [63, 89]. Portable systems are easily operable from any

location and typically use wireless connections to perform their operations [89].

Figure 2.1 displays, in more detail, the concept of mobile systems. In this figure,

the user is manipulating a mobile device. These electronic gadgets are connected, via a

network, to access data that is requested by the user.

Figure 2.1: Concept of a Mobile System

Portable devices offer services such as information. The data, user interface and

operations may vary depending on the environment. In an adaptable mobile system, user

requirements can alter dramatically and, consequently, require adjusting them to new

demands. Furthermore, user preferences may constantly differ, such as, for example, new

system interactions or different types of service quality [89].
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Typically, mobile systems are composed of the following elements [117]: mobile devices;

users; wireless networks; portable applications; databases; and middleware.

2.1 Difference between Mobile Systems and Traditional

Systems

According to John Krogstie et al. (2004) [51], the differences between mobile systems and

traditional systems are in the following areas:

• User guidance and customization: It is important to design mobile systems,

from the initial software-development phases, to be simple to any type of user. In

fact, mobile systems should be adaptable to user preferences. The system interface

has to be comprehensible and intuitive in order to perform queries easily and rapidly.

Furthermore, it is essential to consider the input and output, such as a keyboard,

voice recognition or touch screen.

• Convergence and multichannel support: A characteristic of mobile systems

is technology convergence, which permits integrating functions that were previously

offered in separate devices. This allows applications to provide additional services

than those originally conceived.

Mobile technologies can provide different alternatives to access information. Howe-

ver, developers should consider the limitations of mobile devices, such as processing

power, memory and communication capabilities.

• Customization-oriented: Mobile systems generate initiatives to modify traditi-

onal information systems and, consequently, produce additional ideas in the early

development stages. However, these initial ideas must not be limited to current

technology. Mobile systems should have flexibility and scalability.

2.2 Overview of Mobile Systems

Mobile systems can benefit users in various types of environments. However, it is

important to consider some of their shortcomings. Thus, the following sections present

objectives, advantages and limitations of mobile systems.
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2.2.1 Objectives

The objectives of mobile systems are the following [20]:

• Provide mobility: A key characteristic of mobile systems is that they can be

utilized anytime and anywhere.

• Improve operations: Portable systems provide benefits that can simplify services.

• Overcome business obstacles: Mobile systems benefit institutions to expand

their customer service and not limit themselves to a single area.

• Improve information quality: Portable systems, in conjunction with traditional

information systems, are utilized in order to enhance data quality.

• Reduce transaction delays: Institutions use mobile systems to reduce activities

and increase productivity.

• Improve efficiency: Portable systems provide opportunities to utilize few resour-

ces while preserving time.

2.2.2 Benefits

Mobile systems provide modern services because of their portability and flexibility.

Services can be offered in situations where traditional access is hampered by the lack

of a stable and reliable network infrastructure [89].

Mobile computing provides strategies to increase efficiency, productivity and profitabi-

lity. Low-cost mobile devices currently exist due to various hardware options. Additional

benefits of mobile systems are [33]:

• Improved information access: Mobile devices can transmit data to a base station

in order to store and share it with users. However, this process depends on the

hardware and communication components of mobile devices.

• Increased operational efficiency: Mobile computers possess capabilities to

improve operations. In addition, they increase efficiency in several forms, including

preserving time or reducing operations.

• Increased management effectiveness: Portable computing permits access to

the most current information.
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2.2.3 Limitations

Mobile devices possess a number of hardware and software limitations that should be taken

into consideration in order to ensure accessibility. Furthermore, they have small screens;

limited input interaction, bandwidth and computational resources. These shortcomings

should be considered when implementing reliable mobile systems [89].

The limitations of mobile systems are the following [20]:

• Insufficient or limited bandwidth: Wireless Internet in mobile devices is

generally slower when compared to a wired connection. Technologies that provide

Internet-access include General Packet Radio Service (GPRS) [63], Enhanced Data

Rates for Global System for Mobile Communication Evolution (EDGE) [121], Third

Generation Networks (3G) and its successor, the Fourth Generation (4G) [21, 100],

etc.

• Energy consumption: Portable devices rely on a power source, such as a bat-

tery, when an electrical outlet is not available. Thus, they have to be designed

emphasizing energy conservation and efficiency.

• Transmission interference: Weather, buildings, long distances and other obsta-

cles can interfere with the device’s signal reception.

• Security: There are security risks when a portable device is used in a public

network. Thus, it is recommended to utilize a Virtual Private Network (VPN) [67] for

increased security. However, VPNs, despite being secure, have risks as well. Security

is a major concern in the Mobile Computing field [21].

2.3 Components and Architectures of Mobile Systems

The following sections delve into greater depth about components and architectures of

mobile systems, as well as their characteristics, benefits and importance.

2.3.1 Components

According to Gupta Deepak et al. (2012) [20], the components of a mobile system can be

classified into three categories:

1. Hardware;
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2. Software; and

3. Communication.

Hardware

The characteristics, in terms of hardware, are classified by the size and form of the device,

microprocessor, primary and secondary storage, screen size, input and output, battery

capacity, communication capability, and device durability.

Software

Mobile computers utilize an operating system to perform tasks. The most common

operating systems are: Android [96], iOS [96] and Windows [96]. These systems provide

an Integrated Development Environment (IDE) [115] to develop applications. The majority

of operating systems offer a wide variety of IDEs.

Communication

This category can be considered as a key feature of Mobile Computing. The forms of

communication between a mobile system and base station are the following [33]:

• Connected: Implies a connection that is continuously available.

• Weakly Connected: Implies a continuous communication that has lower speeds.

• Batch: Implies a periodic or random communication, consequently reducing time

and resources.

• Disconnected: Implies a mobile device that does not have the ability to communi-

cate or exchange data. The said process can only be executed by manually inserting

data into the system.

Currently, there are several technologies that enable mobile devices to communicate

over a network. The most common are: Wireless Local Area Network (WLAN) [15], Commu-

nication Satellite [52], Cellular Digital Packet Data (CDPD) [102], Personal Communication

Systems (PCS) [52], Global System for Mobile Communications (GSM) [52] or Internet [20].

2.3.2 Architectures

An infrastructure (architecture) can be defined as properties of a system in an environment

involving its elements, relationships, objectives, design and evolution [41, 75]. A clear
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and well-developed infrastructure is indispensable in a mobile system due to the following

reasons [17, 44]: establishes a clear structure of the system and modules; determines its

qualities; and serves as a basis for the system life cycle and its future.

The components of an architecture possess [101]:

• a defined set of responsibilities; and

• a well-defined structure that clearly establishes the relationship between each

element.

The most common type of architecture is based on layers, which is shown in Figure

2.2. In this infrastructure, the components are arranged in horizontal blocks, and each

layer has a specific objective. The components have responsibilities based on the level

to which they belong, providing simplicity to manage effective tasks. Additionally, it

facilitates the development, management and maintenance process [97].

Figure 2.2: Layered Architecture

Importance

Architectures play a significant role in the success of a system and are indispensable due

to the following reasons [21]:

• Better comprehension: enable a better understanding of systems.

• Reuse: provide an opportunity to reuse the same structure for other systems. Thus,

the development process is rapidly executed.

• Evolution: permit a forecast of how the system will evolve and what elements it

will require.
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• Analysis: provide new opportunities to improve the system.

• Management: each system component can be managed in order for them to work

in conjunction.

Benefits

The advantages of utilizing architectures for mobile systems are the following:

• Flexibility: This refers to a system that can be utilized in areas where it was not

initially conceived [41, 75]. An architecture permits adding or modifying services

depending on the users’ needs.

• Organization: allows all system components to work together and satisfy user

requirements.

• Simplifies mobile system development: offers flexibility and, thus, simplifies

the development process. Developers have greater control in each layer, which

permits improving, modifying or adding system services.

• Simplifies the maintenance process: each component has a clear motive and,

thus, the maintenance process is simplified. In addition, it permits a better

understanding of the system and what components must be improved.

• Increases the lifespan of a mobile system: The lifespan of a mobile system

depends on a well-designed infrastructure that simplifies modifications and enables

its evolution.

2.4 Current State and Future of Mobile Systems

Mobile devices have capabilities to communicate through wireless networks, and as

technology evolves, they will progressively improve. There has been strong evidence

that mobile computing is becoming more dominating. Currently, users utilize mobile

systems daily, and a higher interaction is expected in the forthcoming years. Since such

area is expanding considerably [26], developers are constantly implementing applications

in order to satisfy users’ needs and requirements [98]. Furthermore, these systems are

widely considered to be an integral part of the future of computing [123]. Several types

of systems can be expected in the future, using new technologies to provide a modern

service [89].
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3

Precision Beekeeping

A healthy ecosystem is indispensable for human life, animals and natural resources [5].

An ecosystem can be defined as a group of organisms interacting with each other and

the environment. Thus, ecosystems are composed of two elements: biotic [36], which

are the living components such as plants or animals, and abiotic [104], the non-living

components, for example nutrients, temperature, or humidity. There are two types of

ecosystems: terrestrial and aquatic.

Ecosystems are essential for the following reasons:

• permit soil maintenance [118];

• provide plants, medicine, food, water and air [31];

• provide nutrients [62]; and

• prevent erosion [4].

Since ecosystems are indispensable, a field called Precision Agriculture [116] emerged,

which consists in monitoring and controlling agricultural elements [124]. This is done

through Information Technologies (IT), which allow the user to collect data more precisely

and accurately. There are several branches in this field, such as precision livestock [61];

precision horticulture [37]; precision viticulture [113]; and precision beekeeping [129].

All of the aforementioned fields monitor various elements such as land, crops, plants

or organisms.
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3.1 Overview

Honey Bees are natural sensors of ecosystems and one of the most important insects. They

possess the ability to pollinate [80, 81], consequently providing nutrients for humans and

animals, as well as aiding in ecosystem health. Thus, it is indispensable to preserve them,

as they play a major contribution to ecosystems, as well as to the global economy [126].

Bees are insects that emerged at least forty thousand years ago [18]. Their development

consists in four stages: egg, larva, pupa and adult [120]. Pollen is indispensable to

feed young bees and, consequently, permits an increase in honey production. This food

originates from nectar, which is converted by bees and used as an energy source to perform

tasks. Bees often communicate in two ways: dancing or using pheromone [77]. The colony

consists in three types of members [18, 19, 83]:

• Queen: The most important member of the colony due to producing eggs. She is

the only female that has a properly-developed reproductive system. The queens are

chosen, at the larval stage, by the worker bees and are constantly fed with royal

jelly, which is rich in protein and consumed by humans for: improving overall health

and increasing longevity for the elderly [72]. The queens live up to four or five years,

however, they must be replaced between a year and a half to two years, as their

ability to lay eggs decreases with time.

• Worker: female bees, being the most numerous and hard-working, responsible for:

honeycomb construction; feeding the queen and drones; defending the colony; and

hive hygiene. Unlike the queen, they lack a complete reproductive system. Life

expectancy varies depending on the season: between fifteen to thirty-eight days in

the summer; or one hundred and fifty to two hundred days in the winter [94].

• Drones: male bees, which its primary function is to fertilize the queen to produce

eggs [120]. Drones live between eighty to ninety days; or until the fertilization

process is concluded. They depend solely on food provided by the workers.

Bees live in a hive, which is utilized to work, store honey, and produce eggs. These

insects generate high-quality honey regardless of the type of beehive. A hive can host

approximately sixty-thousand workers and five-hundred drones [18]. Its size depends

on the bee population. The weight of the beehive is considered an important factor to

determine the state and productivity of the colony [29].

An apiary is a set of beehives placed in a single location [9, 19], which its goal is to

allow honey production; pollination; and bee maintenance. Beekeepers place the hives
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in specifically-designed boxes, which protects them from possible threats [10]. The bees

will abandon the hive in case they do not perceive benefits for the colony and their honey

production. Thus, it is essential to confirm that the apiary, beehive and tools provide

advantages for both beekeepers and bees. The elements that need to be considered to

establish an apiary are the following [10]:

• should be located near trees and water;

• should be distant to prevent possible threats;

• must not receive strong sunlight, wind, or rain. This can harm the equipment and

bees; and

• must allow for accessibility, in other words, simplify the inspection and maintenance

process.

It is necessary for beekeepers to analyze bees with the following tools:

• Fumigator: its objective is to calm bees, allowing beekeepers to better analyze the

said insect and hive.

• Chisel: its purpose is to open, remove and clean beehive frames.

• Protective clothing: aims to cover the body and face of the beekeeper.

Recently, beekeepers have perceived the necessity of adopting IT into the agricultural

field [57]. This occurred not only because of the contribution provided by Honey Bees,

but also due to the fact that bee population has been decreasing over the last few years

[60, 80]. Therefore, monitoring these insects has become a crucial activity [81, 126].

In this context, Precision Beekeeping (PB) emerged, which is a subdivision of Precision

Agriculture [130] that applies IT in order to determine the state of the bee colony and

improve its preservation [58, 129].

3.2 Importance

Bees are pollinators [10, 80] and, thus, considered indispensable contributors to agricul-

tural fields [10]. Therefore, several institutions were established to protect bees [80]. PB

permits the following [39]:

• collect data to analyze and maintain bee colonies;
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• a collaboration between agronomists and computer scientists to manage ecosystems;

• an educational contribution about bees, their hives and importance;

• a better understanding of these insects and their habits;

• obtain nutrients such as pollen, nectar, and honey, which contain essential properties

for the medical field; and

• ensure an enhanced method to maintain bees and, consequently, increase polli-

nation, which will provide: plant fertilization; medicines; nutrients; greater crop

manipulation; and environmental benefits.

Research regarding PB began in 1926, when W.E. Dunham [23] utilized eight thermo-

electric pairs to measure the temperature of a beehive. Throughout the years, many

investigations were made with modern tools, such as, thermal or infrared cameras,

microphones and weight scales.

3.3 Precision Beekeeping and Computer Science

Beekeepers obtain a better understanding of bees through IT. Beekeepers apply IT for

several reasons, including to: ensure that their crops are pollinated properly; and harvest

and produce honey. IT are utilized in order to support, but not replace, the beekeeper

[125]. There are several parameters that beekeepers evaluate, such as: temperature [127],

humidity [95], audio [80, 81], images [103] and weight of the beehive [29].

Temperature is one the most popular parameters because of its relatively low cost

and simplicity [131]. This variable provides data regarding food consumption, bee

development, hive abandonment, and death of the colony [130, 131]. The collected results

must not only be presented in real-time to the user, but also stored for future analysis.

Recently, the necessity of improving PB has been discussed [80]. According to Aleksejs

Zacepins & Jurijs Meitalovs (2014) [127], a PB monitoring system has to:

• reduce time and costs; and

• minimize manual inspections and maximize bee maintenance.
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4

Precision Beekeeping Information

System

This chapter describes a Precision Beekeeping Information System (PBIS) called myBee,

which served as a motivation for this master’s project.

4.1 Introduction

A well-developed Information System (IS) has the following characteristics:

• simplifies the development and maintenance process;

• provides reusability of modules and subsystems;

• modules and subsystems are plug-and-play;

• provides compatibility for different devices;

• provides compatibility for stationary and mobile systems;

• provides security; as well as,

• provides quality of service.

Taking all of this into consideration, it can be stated that a flexible [93], scalable and

efficient architecture is required in order to implement a reliable IS. In fact, Aleksejs
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Zacepins et al. (2012) [125] claim that infrastructures with sub-elements are needed for

PB.

myBee is based on two approaches described by Armands Kviesis & Aleksejs Zacepins

(2015) [56]:

1. using an interface device for each beehive; and

2. sending data to a remote computational center.

Therefore, myBee offers a more detailed analysis of the bee colonies, resulting in a

better maintenance and preservation of Honey Bees.

Figure 4.1 outlines myBee, which is divided into two subsystems:

1. the Stationary System; and

2. the Mobile System.

Figure 4.1: PB System Platform

The Stationary System consists in collecting and storing the data. The Mobile System

consists in the software to monitor the collected data. A brief description of myBee is as

follows: the sensors located at the center of the beehives monitor the conditions, collecting

pieces of information, which are sent through a wireless network to a server. Therefore,

by using the Mobile System, beekeepers can monitor via a web interface on a computer

or mobile device the conditions of the bee colonies.
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4.2 The Stationary System

The Stationary System, whose objective is to provide a well-defined and developed IS, is

an architecture and can be viewed in Figure 4.2.

Figure 4.2: Stationary System Architecture

The infrastructure has the following classes:

• Monitoring: provides the functionality to monitor a certain condition of the envi-

ronment.

• Transmitting: provides the functionality to receive and transmit the data.

• Machine Learning: estimates future conditions of the bee colony.

• Protocol: provides the functionality for communication between devices.

4.2.1 The Implementation

myBee has the following functionality:

• uses low-cost devices and a database system manager;

• monitors the temperature and humidity of the beehives;

• organizes monitoring-devices in a mesh network;

• provides reports and statistics; and

• anticipates future behaviour.

Hardware Currently, the Stationary System supports a Raspberry Pi, DHT22 sensor,

and the microcontrollers GPIO7 and GPIO18. This indicates that the said system uses

low-cost hardware, which is able to: deactivate the sensor DHT22 for a certain time;

collect the temperature and humidity of the beehive; store data; and transmit/receive

data.
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Database The Stationary System supports the database management system, MySQL.

The data is stored on a database as shown in Figure 4.3.

Figure 4.3: Database

Protocol The monitoring-devices that compose the Stationary System automatically

organize themselves as a mesh network, which differs from a traditional network because

each node serves as an access point. Thus, it provides a higher fault-tolerance and simpler

maintenance because the network adapts automatically to the number of nodes available

[65]. Data is sent from one node to the other until it reaches its target-location.

A technique to deliver messages is by utilizing Interest Ad-Hoc Networks (Radnets),

which is based on user interests and characteristics. Radnets permit the following [32]:

• a collaboration between the network nodes; and

• a message-delivery approach for users who have the same interests. This approach

consists in an asynchronous model, called Publisher/Subscriber, in which a publisher

node sends messages to subscribers with the same interests.

The address of network devices and users is performed through the Active Prefix

[25, 32], which is divided into two fields: Prefix; and Interest. The Prefix represents user

characteristics and is used as an Internet Protocol (IP) address. However, unlike the IP,

the Prefix is linked to the application and not to the device. In addition, several users

can have exactly the same Prefix. The Interest is a field that stores and represents an

interest of the application [32].

The Radnet Protocol can return messages to a node and, consequently, provide an

opportunity for reprocessing to occur. In order to avoid such an event, whenever a message

is received it is inserted into a hash table for verification purposes [32].

The aforementioned protocol was developed for mobile and low-power applications.

Radnet’s main features include: energy-saving; sending data through multiple nodes

that have common interests; and adapting to node additions, failures or removals [25, 32].

Thus, the aforementioned protocol is ideal for mobile and low-power applications.
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It is worth highlighting that Radnet was developed with security in mind, attaining

Active Prefix messages by either cryptographic signatures or passwords [25]. Based on

these advantages, this protocol was chosen for the PBIS.

Computational Intelligence myBee provides possible-future values of the monitored

elements. This action is performed by the Machine Learning module. Basically, when

the said functionality is triggered, the Stationary System activates artificial intelligence

algorithms to estimate values of the monitored elements, from the existing database.

Whenever an inference is made, the data will be validated as soon as the system obtains

it. If the inference is wrong, a warning is issued to the user. As an example, myBee

anticipates, based on the collected data, whether the temperature or humidity will reach

unfavorable values and, thus, notify the user.

Client/Server Side The characteristics of the Stationary System architecture allow both

clients and servers to be created. The former monitors the environment and sends the

data to the server. The latter permits viewing the data.

4.3 The Mobile System

The Mobile System has three objectives:

1. visualize the data monitored by the Stationary System;

2. provide data and statistics; and

3. provide notifications about undesirable behaviours.

Similar to its counterpart, the Mobile System is composed of an architecture. Figure

4.4 displays the infrastructure of the Mobile System platform.

Figure 4.4: Mobile Architecture

The components of the architecture are the following:

• Monitoring: consists in monitoring real-time data on a mobile device.



30

• Reports: provide information based on the collected data.

4.3.1 The Implementation

The Mobile System consists in a Web interface to monitor the bee colonies. Figure 4.5

displays the Web System.

The Web System has the following functionality:

• displays the monitored data;

• generates graphs;

• provides reports;

• provides statistics; and

• provides notifications;

The system-visualization module graphically displays the collected data, allowing the

user to select the time period. The report module provides detailed reports, including:

description of each beehive, location, monitoring time and date. Both graphs and reports

can be exported, with different extensions, and, thus, used separately.

The statistics module provides numeric values of the monitored data, which are:

general mean, standard deviation, variance, minimum and maximum value. The first

three can be viewed in reports, while the remaining two are displayed graphically.

The said functionality can be applied to each Stationary System individually. Thus,

a single Mobile System is used to monitor all Stationary Systems installed on different

beehives. It is worth mentioning that the Web System provides five data filters, which

are applied when viewing the data, and they are:

• all data monitored thus far;

• data monitored between 12:00 AM and 6:00 AM (0h - 6h);

• data monitored between 6:00 AM and 12:00 PM (6h - 12h);

• data monitored between 12:00 PM and 6:00 PM (12h - 18h);

• data monitored between 6:00 PM and 12:00 AM (18h - 24h);



31

(a) Real-Time

(b) History

Figure 4.5: The Web Interface
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The notification module provides warnings to the user, indicating that the conditions of

the bee colony are undesirable. Thus, the user can make appropriate decisions depending

on the issued notifications.

Finally, the Web System provides the user with information estimated by the Machine

Learning module in the Stationary System.

4.4 Experiments

Beekeeping is a sustainable activity that generates positive impacts on social, economic

and environmental areas. This activity provides: income to beekeepers by commercializing

their products; and benefits to the environment. These results favor the balance and

maintenance of biodiversity [11].

Controlling temperature and humidity is essential because biological processes can

be modified and/or altered by high variations. Thus, it is important to implement

technologies in order to maintain adequate beehive conditions.

Therefore, myBee was validated by monitoring the internal temperature and humidity

of a beehive corresponding to the Apis Mellifera species.

Since myBee is based on the infrastructures described in Figure 4.2 and Figure 4.4, it

possesses the following characteristics:

1. Flexibility: the PBIS has to be based on simplicity. As a result, myBee can be

easily maintained and modified to better suit the beekeeper’s needs.

2. Fault tolerant: the PBIS has to efficiently handle potential errors. Thus, myBee

was implemented with several precautionary measures including data redundancy.

3. Security: the PBIS has to provide security mechanisms to ensure that data is not

violated. Thus, myBee uses a secure protocol.

4. Efficiency in decision-making: the PBIS has to simplify the maintenance of bee

colonies. As a result, myBee provides several reports, estimates future conditions

and warns about undesirable behaviours.
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4.4.1 Experiment Area

myBee is currently used in the Experimental Farm of Iguatemi (EFI), viewed in Figure

4.6. The EFI is located at a latitude of 23◦25’ S; 51◦57’ O, an altitude of 550 meters and

area of 170 hectares. This location provides a suitable environment to develop projects

on agriculture and animal husbandry.

Figure 4.6: Experimental Farm of Iguatemi, Source: Google Earth

The apiary is composed of 10 beehives, which are arranged into two types of boxes:

• Styrofoam and

• Wood.

Different materials are used in order to evaluate the conditions of the beehives, each

with distinctive treatments.

The boxes were arranged in contrast to one another and directly exposed to the

weathering of the climate, reducing interference of non-climatological factors in the

experiment. The experiment area is surrounded by an eucalyptus plantation.

The placement of the wooden and styrofoam boxes can be visualized in Figure 4.7.

The red-dotted line represents data transmission. This means that each collected infor-

mation is sent to every node, through Radnet, for backup purposes. This data-redundancy

guarantees that the data will be stored regardless of equipment failure.
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Figure 4.7: Apiary

4.4.2 Observations

This section presents data collected over a period of 10 days. The values shown in Figure

4.8 prove that both materials did not interfere with the temperature of the swarm.
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Figure 4.8: Temperature

The humidity, as shown in Figure 4.9 was significant, achieving a higher stability for

swarms placed in a Styrofoam box.

According to Thomas Seeley (2006) [105], controlling the temperature of a beehive

can be seen as one of the greatest innovations.
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Figure 4.9: Humidity

The values obtained in the four periods of 6 hours/day, as shown in Figure 4.10 and

Figure 4.11, were within the values of homeostasis. In addition, it revealed that a higher

temperature is expected during the night.
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Figure 4.10: Wood
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Figure 4.11: Styrofoam
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4.4.3 Validation

An infrared camera-system was utilized to analyze the internal temperature of the beehive,

as shown in Figure 4.12.

Figure 4.12: Infrared Image of a Part of the Beehive.

The use of such a strategy has two problems:

1. the use of infrared images is susceptible to a known error of 2%; and

2. the user plans to handle each beehive to identify its condition.

Comparing the data monitored by myBee with the data collected by the infrared

camera, it is demonstrated that myBee has the following advantages:

• the data monitored by myBee is statistically the same as that obtained by the infrared

camera;

• the collected data is not susceptible to an error percentage;

• there is no need to handle each beehive to identify its condition;

• there is no need to process the data to obtain reports and statistics;

• an unfavorable condition in the beehive is known in real-time.

Using myBee in a real-world environment demonstrates its ability to monitor the

conditions of the bee colony in order to perceive alterations and to analyze the effects

of environmental variables (temperature, humidity) on different boxes.
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4.5 Related Works

This section presents related works in regards to Precision Beekeeping and Generic

Information Systems. The works were divided into the following topics: Visualizing the

results via a web interface; Visualizing the results offline; and Proposals made in recent

years.

4.5.1 Visualizing the Results via a Web Interface

Aleksejs Zacepins et al. (2011) [128] implemented temperature sensors, during the winter

season, in case bee-development occurs. The system consisted in: transferring, storing

and visualizing data in a personal computer; a database implemented in Microsoft Access

to store temperature results; a web interface for the beekeeper to quickly access the

information; notifications in case the temperature is not adequate; and data backup.

Aleksejs Zacepins et al. (2012) [125] developed a web system to monitor, in real

time, a bee colony. The software architecture consists in: a configuration file which

sets the system parameters; a database implemented in Microsoft Access ; an application

which stores temperature data for future analysis, and a web system which displays the

temperature of the bee colony in real-time.

Aleksejs Zacepins et al. (2014) [127] implemented a temperature-measurement system

in the PB field, which consists of two phases: real-time temperature measurement of

the beehive and visualizing the parameter results in a web server. The researchers

implemented the system using a Microsoft Access database, which permits sharing the

collected results through Dropbox. The temperature sensors were DS18S20.

Marco Giammarini et al. (2015) [30] developed a monitoring system to collect

temperature and humidity of two beehives in the summer. One beehive was placed in a

wooden box, while the other in a plastic box. A GSM modem was implemented for sharing

and downloading data; remote monitoring; and software debugging.

Fiona Edwards Murphy et al. (2015) [79] implemented a system, utilizing Wireless

Sensor Networks (WSN), to monitor a bee colony. The system collected data such as

temperature, carbon and nitrogen dioxide, pollutants and battery percentage of the device

being utilized. The researchers applied WSN due to being a non-intrusive technology, thus,

allowing more accurate data collection. The information can be accessed through a web

interface or mobile device.



40

4.5.2 Visualizing the Results Offline

Octavio A. Márquez Reyes et al. (2012) [95] implemented a monitoring module based on

five variables: humidity, temperature, population, movement and water. The platform

evaluated these five elements and the results were visualized in a personal computer or

stored in a memory card. The sensors utilized for the experiment belong to the Sensirion

SHTxx series, which have a response time of approximately four seconds and low energy

consumption (30 µ W).

Fiona Edwards Murphy et al. (2015) [80] implemented a prototype to collect images

and audio within a beehive. The platform utilizes a Libelium Waspmote and Raspberry

Pi in order to process and store data. Additionally, microphones, accelerometers, thermal

and infrared cameras were used, along with emergency notifications to the user in case an

undesirable event occurs to the beehive. The goal was to utilize non-intrusive equipments

to collect data.

4.5.3 Proposals Made in Recent Years

There have been several approaches for implementing monitoring-system architectures in

the PB branch.

Douglas S. Kridi et al. (2014) [50] proposed an algorithm to anticipate beehive

abandonment based on high temperatures, lack of food, and humidity. The algorithm

was validated with a monitoring system. The objective was to identify the behavior of

bees when they abandon the hive and, at the same time, minimize energy consumption

and data transmission.

Armands Kviesis et al. (2015) [58] detailed six different approaches for PB system

platforms and proposed an algorithm to select a method based on the beekeeper’s needs.

The researchers stated that, currently, several platforms for PB have been implemented

and therefore, the algorithm will simplify decision-making and reduce time.

Armands Kviesis et al. (2015) [59] proposed a PB system platform that utilized a

SHT15 sensor to measure temperature and humidity. A total of eight hives were placed

outdoors, each with measurement nodes in closed boxes and protected with waterproof

material. All temperature and humidity data were stored in a SQL Database and can be

visualized in a web application.

Armands Kviesis et al. (2015) [60] proposed a decision-support module to better-comprehend

the collected data and, consequently, execute reliable actions. The sensor utilized in the

experiment was DS18S20, which measures temperature. The sensors were connected to a

Raspberry Pi and data was sent to a server and stored in a MySQL database. Two systems



41

were developed, the first monitored ten honey bee colonies inside a wintering building,

while the second monitored ten honey bee colonies outside. The data can be visualized in

either a web or desktop application, providing the option to view the maximum, minimum,

median and average temperatures, per day, for all installed sensors. Both systems have a

decision-support and analysis module.

Table 4.1 offers a comparison between the aforementioned PB related works and

myBee. Based on this table, there exists several PB information systems that collect

temperature/humidity; provide a web interface; and offer data security. However,

myBee has Machine-Learning capabilities, which permits it to predict future or possible

temperature/humidity values.

Table 4.1: Comparisons of Related Works with myBee
Related Work Temperature/Humidity Web Interface Data Backup Machine-Learning

[128] Yes Yes Yes No
[125] Yes Yes Yes No
[127] Yes Yes Yes No
[30] Yes Yes Yes No
[79] Yes Yes Yes No
[95] Yes No Yes No
[80] Yes No Yes No
[59] Yes Yes Yes No
[60] Yes Yes Yes No
myBee Yes Yes Yes Yes

4.5.4 Generic Information Systems

Wilson Goudalo et al. (2016) [34] mention how, currently, Information Systems play

a significant role for Enterprises. Thus, they proposed various methods to provide

simple user interfaces for managing security. The authors applied seven principles of the

ISO 9241-11 [42], which are: clarity, discriminability, brevity, consistency, detectability,

readibility and comprehensiveness. All these principles, including security concerns, were

all taken into consideration for myBee.

Delfina Soares et al. (2014) [109] defined interoperability as a characteristic in which

entities preserve autonomy and independence. Thus, Radnet can be categorized as

interoperable due to exchanging information while being independent from one another.

The authors also recalled the importance of a social-technical perspective for information

systems, which applies to myBee as well, due to offering data reports that influence

user-decisions and system operations.

Hadi Kandjani et al. (2013) [47] proposed a framework to classify system-planning

methodologies. The authors stated that selecting a proper methodology to develop an
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information system is a key factor for its success. The methodology utilized to implement

myBee was a success due to the obtained data and comparisons.

Ovidiu Noran (2013) [85] proposed enhancements, based on interoperability, to Disas-

ter Management Information Systems, using an enterprise architecture perspective and

artifacts. The author claimed that these types of systems are important due to allowing

a collaboration for environmental incidents. This statement can also be applied to myBee,

which provides crucial data for beekeepers and, therefore, collaborates and supports the

environment.

Jorge Aguiar et al. (2013) [2] proposed an improvement for Decision Support Systems

corresponding to Intensive Care Units (ICU) based on Technology Acceptance Model (TAM).

The architecture for an ICU information system can be divided into two subsystems: one

to collect the data and another to process and display data. This statement can also be

applied to myBee, which is divided into two subsystems (stationary and mobile).
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5

Proposal of a Layered Architecture and

Performance Metrics for Mobile

Systems

A mobile system can be executed anytime and anywhere in order to access information

[64, 90]. Recently, mobile gadgets have evolved into powerful portable computing devices

with modern wireless technologies that enables them to be utilized in a wide range of

scenarios [110]. However, their development is complex because they are executed in

dynamic and heterogeneous environments. The following section delves into more detail

about portable systems.

5.1 Overview

The Mobile Computing industry is evolving at a rapid pace [64] and, thus, developers must

keep up-to-date with recent technologies in order to deliver a modern service to customers.

Additionally, the number of users utilizing mobile devices is increasing each year. Figure

5.1 displays a general overview of Mobile Computing. The layers were designed based on

the components of portable computing: software, hardware and communication [20, 86].

These components are described in more detail below:

• Software: refers to the mobile applications executed on different types of portable

devices.
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• Hardware: refers to the different types of mobile devices. According to Gupta

Deepak et al. (2012) [20], the characteristics in terms of hardware are defined by

the size, physical components and shape of the portable device.

• Communication: refers to protocols and network infrastructures utilized for data

transmission. According to Gupta Deepak et al. (2012) [20], communication is

an important characteristic of Mobile Computing. Thus, the last four layers:

Connectivity, Network, Protocols, and End Host belong to the said component.

Communication is related to routers, servers, cloud computing, networks and the

Internet.

Figure 5.1: Elements of a Mobile System
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The layers of Figure 5.1 are related with one another as follows:

• Several consumers use different types of mobile devices;

• Portable gadgets execute different types of applications;

• Mobile applications connect to a router or cellular network for Internet access;

• Internet access is provided through wireless technologies such as WiFi, 3G or 4G

Networks;

• During network access, the applications utilize protocols for data transmission;

• Data is transmitted to the cloud or a server.

The first layer, Consumer + Mobile Devices, presents a variety of mobile devices such

as televisions, tablets, mobile phones, music players, laptops or a Raspberry Pi. Currently,

portable devices have a higher usage than desktop computers [73].

The second layer, Applications, presents the various types of applications developed

for mobile devices, such as monitoring systems, audio players, database managers, email

clients or text processors. The advancements in mobile technologies have enabled a wide

range of applications that can be utilized in any location [38]. A mobile device can run

different applications, providing services that take advantage of recent technologies.

The third layer, Connectivity, displays two ways in which a mobile device can connect

to the Internet: a router or cellular network. A router is a device that sends data within

a network of computers. A cellular network is utilized to provide mobile services. A

portable device obtains Internet access through these two elements.

The fourth layer, Network, presents the networks in which a mobile device, through

a router or cellular network, can transmit data, for example: WiFi; Bluetooth; 3G or 4G

Networks. These technologies are constantly being updated with considerable benefits.

Thus, Mobile Computing is characterized for evolving in terms of functionality, services

and technologies.

The fifth layer, Protocols, displays the different types of protocols for data transmission.

Currently, various types of protocols are emerging, providing modern features such as

security, file transfers and access to websites.

The sixth layer, End Host, presents the target-locations to which the data will be

transferred, such as a server, database or the cloud. This location depends on user

configuration.
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Mobile systems should seamlessly adapt to dynamic environments. In addition,

researchers have stated that all future desktop and portable applications need to be

capable of adapting to modern requirements [55].

Mobile Computing is an area in which there is no consensus to address the limitations

of portable devices [55]. An important challenge is how to maintain or extend the lifespan

of mobile systems. This element can be defined as the time in which the efficiency and

availability are at their maximum capacity. The lifespan of a mobile system decreases

over time and, consequently, affects its services.

As stated before, these acknowledgments and statements were considered when analy-

zing myBee. Thus, based on the said system and to approach such challenges, an

architecture will be proposed that provides flexibility and scalability. Since the goal

of Mobile Computing is to provide portability, adaptability and flexibility for users [6, 7],

this infrastructure needs to possess such benefits to develop any type of mobile system. In

addition, performance metrics will also be proposed in order to evaluate mobile systems.

5.2 Layered Architecture

Systems that do not possess a supporting architecture are difficult to modify due to

not having a clear direction and purpose [97]. A well-developed infrastructure is vital

for mobile systems, due to permitting flexibility, better management, and ease in the

development and maintenance process, which can benefit and support portable systems

considerably.

Developers can opt in applying two types of architectures: modular and integrated.

The components are connected together in a modular architecture, each with its own

responsibility. In an integrated architecture, there is no division between the modules.

Modular architectures have the following benefits:

• permits a clear and organized structure of the mobile system.

• each component has a designated responsibility, simplifying the development pro-

cess.

• allows replacing or modifying components without affecting the rest of the system.

As shown in Figure 5.2, the proposed architecture for mobile systems is composed

of three layers. The Service Layer manages the operations of the system. The Network

Layer handles the communication protocols. Finally, the Hardware Layer is composed
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of the physical components of the device. The middleware was designed for flexibility

and scalability, as well as to provide a simpler access to each layer. Therefore, the said

component is based on interoperability. The Management module permits the user to

configure or enable the operations, protocols, storage and physical components of the

system.

Figure 5.2: Generic Architecture for Mobile Systems

5.2.1 Service Layer

The Service Layer focuses on the three basic operations of an IS:

• Monitoring/Input: consists in collecting the data and then sending it to the

Processing module.

• Processing: consists in manipulating the collected data. In addition, this module

determines the type of output, whether it will be stored, sent to the base station/-

server, or both.

• Transmission/Output: consists in transmitting the information, using the pro-

tocol in the Network Layer, to the server.
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5.2.2 Network Layer

The Network Layer offers functionalities such as protocol configuration, and enabling

and disabling data transmission. As stated before, the objective of the middleware is to

offer flexibility, scalability and compatibility in order to add or configure protocols to the

platform. The user selects which protocols will be utilized in the Management module.

5.2.3 Hardware Layer

The Hardware Layer offers functionality to add, configure, enable and disable the physical

components, which are also controlled by the Management module. As in the Network

Layer, the objective of the middleware is to provide flexibility to add or configure physical

components. For example, components can be disabled until they are required by the

system.

5.2.4 Class Structure

A class structure was designed and specialized to add specific functionalities (components).

Thus, it is possible to modify the architecture to provide new functionality, such as using

a different communication protocol, or even supporting a different device. Basically, the

architecture has the following classes:

• Monitoring: provides the functionality to monitor a certain condition of the envi-

ronment.

• Processing: provides the functionality to process the monitored data.

• Transmission: provides the functionality to receive and transmit the data.

• Protocol: provides the functionality for communication between devices.

• Hardware component: provides the functionality to manage a hardware component,

whether it is a microcontroller, sensor or transmitter.

• Middleware: provides the functionality for communication between the layers.

• Management: provides the necessary functionality to manage the entire architecture.

The aforementioned classes are abstract, meaning they must be specialized to provide

concrete functionality, with the exception of the middleware and management classes.
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5.3 Performance Metrics

It is well known that infrastructures are key factors in affecting the performance of mobile

applications [8]. According to Ching Kin Keong et al. (2015) [48], software architectural

problems can be avoided by using high level evaluations.

Several architectures have been developed in the last few years, however, there are few

metrics or guidelines that reassure developers that their implementations are top quality

in terms of hardware, software [71] and lifespan. Additionally, due to rapid development

cycles [64], increasing program size and mobile data traffic, there is a higher difficulty

in determining whether computational infrastructures and systems are first class. In

fact, companies have difficulties in successfully implementing mobile systems [64]. As

technology evolves, hardware and software become more complex to evaluate.

Metrics and guidelines are indispensable as they allow for consistency in the deve-

lopment and evaluation process, as well as permitting a comparison between different

implementations. Most related works focus in one category in particular, for example

hardware, but not all four in conjunction (hardware, software, global system and lifespan).

Since mobile applications are the future of computing, evaluations and performance

analysis should be highly considered and well executed.

Several elements need to be considered when implementing mobile systems, such as:

• Limited hardware resources;

• Less lifespan than stationary devices;

• Used for a wide variety of purposes (even more so than desktops); and

• Constant change in working environments, as such they need to provide availability,

flexibility and reliability.

Therefore, mobile systems need to be evaluated to reaffirm that their contributions

and services are top quality. A metric can be defined as a measurement of a system

characteristic. This measurement is important due to providing valuable information to

guide, evaluate and compare implementations.

Performance analysis is becoming a difficult task due to emerging technologies. Since

the development of a mobile system can be challenging, a performance analysis is useful

because it offers predictions or feedback[22]. As illustrated in Figure 5.3, a performance

analysis should be based on four key areas:
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1. Hardware analysis: concerns the components of the system and how efficient they

are in the process.

2. Software analysis: relates to how the mobile system manages tasks to offer quality

services.

3. Global system analysis: refers to viewing an overall perspective of the mobile

system.

4. Lifespan analysis: can be defined as the phase when efficiency and availability are

at their maximum capacity.

Figure 5.3: Classification Scheme of Performance Analysis for Mobile Systems and their
Architectures.

Thus, a performance analysis is proposed based on four categories in order to provide

a general or specific feedback of the mobile system and its architecture. The following

sections delve into each category more specifically, detailing theoretical metrics that will

serve as guidelines to evaluate mobile systems and its infrastructures. Each metric is

suggested taking into consideration the ISO/IEC 25010 for systems and software quality

requirements and evaluation [43], which is a revision of the widely utilized ISO 9126 for

measuring systems [1].

It is important to clarify that the metrics are not specific, and are proposed from

a general perspective. Developers can opt in modifying them and adapting them to

their own needs and afterwards evaluating their mobile systems based on the proposed

classifications. The goal is to propose metrics, in general terms, for developers to easily

adapt them to their portable systems and architectures. In addition, a line graph based

on 4 dimensions will also be proposed for the developer to obtain an overview of the cost

of system performance.
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5.3.1 Hardware Analysis

As stated before, Hardware can be defined as the physical components of a computing

device. The said evaluation is valuable due to providing data of its efficiency in various

areas including energy consumption, which is highly interesting in research communities

and one of the most limited resources in portable computing [8].

Communication is also considered to be an important element in mobile systems and

wireless sensor networks [35], utilizing WiFi or cellular technologies such as 3G for data

transfers, however, the latter has proven to be more energy consuming than the former

[8] and, thus, developers should take that highly into consideration.

The use of resources is a key factor in the success or failure of portable applications [8].

In addition, fault tolerance is a critical requirement for Wireless and Sensor and Actuator

Networks [106].

Taking all of this into consideration, Figure 5.4 displays the proposed metrics in a

line graph in order to evaluate a mobile system in terms of its hardware. This figure

contains all metrics with their respective classification, in order to provide indicators for

each situation.

Figure 5.4: Evaluating a Mobile System in terms of Hardware.
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The proposed metrics are:

Energy Consumption can be defined as energy utilized during operations. Energy

efficiency is a major concern when developing portable applications [16, 48, 87, 112],

garnering significant attention in the last few years [8]. Since mobile systems

have limited quantity, architectures need to balance energy consumption during

activity or inactivity in order to use as little as possible. This metric is classified in

three categories: light, medium or high, measuring the energy utilized by hardware

components during operations. Such metric is indispensable due to providing data

in order to improve energy efficiency for mobile applications. It is important

to highlight that many existing works have been implemented to improve energy

efficiency in mobile networks but not portable applications [12]. The equation for

Energy Consumption (EC) is:

EC = T + UR + SC (5.1)

which signifies that it is equal to the cost of package transmission (T ) plus the cost

of use of resources (UR) plus system cost (SC), which the latter can be calculated

by adding up the cost of all the operations being executed:
SCs∑
i=1

SCi.

Use of Resources signifies hardware and network usage in operations. This metric

measures how much resources are being utilized. Since mobile applications have

limited resources, architectures should take advantage of the said element to offer

quality services, while at the same time being efficient in the process. The use of

resources is classified as: minimum or maximum. Use of resources can be calculated

by adding up the cost of all hardware resources (HR), (
HRs∑
i=1

HRi), and the cost

of network technologies (NT ), (
NTs∑
i=1

NTi), being utilized, therefore resulting in the

following equation:

UR = HR +NT (5.2)

Fault Tolerance can be defined as how the system (hardware) reacts to errors. This

metric measures the system performance in response to errors from the hard-

ware perspective and, if the system detects any, it should continue offering a

quality-driven service that it is expected from it. This characteristic is categorized

in: low-quality or high-quality. Fault Tolerance (FT ) is equal to the cost of all
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system errors (SyE), (
SyEs∑
i=1

SyEi), plus the cost of the current system status (SS),

therefore resulting in the following equation:

FT = SyE + SS (5.3)

Transmission refers to the process of transferring data to an electronic device. As

such, this metric evaluates how efficient the operation is. Two elements need

to be considered in regards to this metric: transmission capability and energy

consumption. Thus, architectures should maximize transmission capacity while at

the same time utilize less energy. This metric is classified in two categories: efficient

or inefficient. Transmission (T ) is equal to the sum of all transmission Cost (TC)

(
TCs∑
i=1

TCi) plus the cost of use of resources (UR), therefore resulting in the following

equation:

T = TC + UR (5.4)

5.3.2 Software Analysis

As stated before, software in Mobile Computing can be referred to the applications being

executed in a portable device [76]. Its evaluation is important due to permitting awareness

in system performance and reliability.

Software performance is a relevant and crucial attribute in the development process

[74]. Additionally, it is considered a defining factor in purchasing mobile devices [87].

Since portable gadgets have limited resources, work-load is highly probable in its archi-

tectures and thus, should be considered in evaluations [8]. Latency is also integral, due

to being related to service quality and performance. All the said elements are associated

with one another, allowing an overall scope of the software being executed.

Figure 5.5 exhibits a proposed evaluation scheme based on software metrics.
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Figure 5.5: Evaluating a Mobile System in terms of Software.

The proposed metrics are:

Work-load refers to the amount of tasks to do in a certain amount of time. As such,

this metric measures the amount of processing handled by the mobile system or

architecture. This metric is classified as: light, normal or heavy. Work-load (WL)

is equal to the sum of the system cost (SC), (
SCs∑
i=1

SCi), and the sum of all tasks

being executed (NT ), (
NTs∑
i=1

NTi), therefore resulting in the following equation:

WL = SC +NT (5.5)

Latency refers to the delay the system had in order to execute a task. As such, this

metric measures time in a certain unit (example: seconds, minutes, hours, clock

cycles, others). Latency is the time spent to complete a task, which begins when

the task is initialized and finishes when it is completed. Thus, Software Latency (L)

is equal to the cost of all Tasks’ Latency (TL), (
TLs∑
i=1

TLi), therefore resulting in the

following equation:
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L = TL (5.6)

This metric is classified as: low, medium or high.

Reliability can be defined as how the services (software) reacts to errors. This metric

measures the system performance in response to errors from the software perspective

and, if the system detects any, it should continue offering a reliable service. This

characteristic is categorized in: low-quality or high-quality. Reliability (RE) is equal

to the cost of all service errors (SeE), (
SEs∑
i=1

SEi), plus the cost of the current system

status (SS), therefore resulting in the following equation:

RE = SeE + SS. (5.7)

Performance can be defined as the amount of work or tasks executed in a given time.

It is important to note that it is not always the case that a higher work-load causes

a performance decrease. This metric is classified as: low, medium, or high. The

Performance (P ) cost is equal to adding the cost of Work-load (WL) with the cost

of use of resources (UR), resulting in:

P = WL+ UR (5.8)

5.3.3 Global System Analysis

Global evaluations are important due to providing an overall view of the system. While

previous figures represented hardware and software evaluations individually, Figure 5.6

reveals an evaluation scheme based on a global perspective of the mobile system. All

metrics chosen belong to previous evaluations (hardware and software), specifically two

from each category. The metrics for hardware and software were selected based on their

importance in mobile computing, therefore, offering a clear overview of the mobile system

and its architecture.

The metrics proposed are the same as stated before, except that Fault Tolerance is

equal to the cost of fault tolerance, from the hardware perspective (FTH), plus the cost

of reliability, from the software perspective (RE), therefore resulting in the following

equation:

FTg = FTH +RE (5.9)
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Figure 5.6: Global System Analysis.

5.3.4 Lifespan Analysis

Considering that one of the defining and most important aspects of a mobile system is

its lifespan, Figure 5.7 represents the proposed line graph in order to evaluate the said

element.

The proposed metrics for this area are:

Efficiency refers to the system capability to provide quality-driven services using the

provided hardware and software resources. It can be calculated by dividing the cost

of use of resources (UR) plus the cost of work-load (WL) with total cost of resources

(TR), and multiplying by 100 to express in a percentage, resulting in the following

equation:

E = ((UR +WL)/TR)X100 (5.10)

As such, this metric measures the efficiency of the system service provided, and is

classified as: minimum or maximum.
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Figure 5.7: Determining the Lifespan of a Mobile System.

Lifetime measures the time the system is offering a quality service to users. Thus, it can

be calculated by adding the cost of efficiency (E) with its cost of reliability (RE),

resulting in:

LT = E +RE (5.11)

This metric is classified as: short, medium or long.

Battery Lifetime measures the time the battery is maintaining the system active. As

such, this metric can be calculated considering the cost of energy consumption (EC).

This metric is categorized as: short, medium or long.

Reliability measures the reliability of the system and is classified as minimum or

maximum. As stated before, the equation for this metric is:

RE = SeE + SS (5.12)

with the result given in a percentage.
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5.3.5 Summary of Proposed Metrics

Table 5.1 displays all of the metrics in their respective categories. As such, these

16 metrics in 4 categories (hardware, software, global analysis, lifespan) are worth

considering in the Mobile Computing industry.

Table 5.1: Summary of Metrics
Number Type Metric

1 Hardware Energy Consumption
2 Hardware Use of Resources
3 Hardware Fault Tolerance
4 Hardware Transmission
5 Software Work-load
6 Software Latency
7 Software Reliability
8 Software Performance
9 Global Use of Resources
10 Global Fault Tolerance
11 Global Work-load
12 Global Performance
13 Lifespan Efficiency
14 Lifespan Lifetime
15 Lifespan Battery Lifetime
16 Lifespan Reliability

5.4 Guidelines

It is important to detail how the proposed metrics can be utilized in the development and

evaluation process. As stated before, architectures are vital for the success of a mobile

system. In addition, they are a key element in Mobile Computing. Thus, guidelines are

offered in order to implement a well-developed infrastructure.

5.4.1 Architecture

A modular architecture can be implemented with three modules:

Software Module refers to the application and services offered.

Network Module refers to the communication and protocols utilized.
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Hardware Module refers to the hardware components utilized.

For each module, metrics can be applied in order to validate such components.

For example, in the software module, the proposed software metrics such as work-load,

performance, latency and reliability can be utilized. In the hardware module, the following

metrics can be applied: energy consumption, efficiency, lifetime and battery lifetime.

Finally in the network module, use of resources, transmission and fault tolerance can be

utilized in order to evaluate the network technologies and protocols. Developers can opt

in utilizing only one type of metric, such as software, hardware or lifespan, to validate

their mobile systems.

5.4.2 Evaluation

In addition to the development process, evaluating a mobile system is just as important.

As such, there are 3 evaluation methods aimed at developers who want to verify their

mobile systems are offering quality services.

Location This method is based on the environment in which the mobile system will be

evaluated. Location is categorized in internal or external.

• Internal: refers to mobile systems evaluated in laboratories or internally in

order to verify correct functioning.

• External: signifies evaluating mobile systems outdoors or externally to vali-

date their quality services in handling certain obstacles that may interfere with

its operations.

Data This method is based on the data type which will be used during the evaluation.

Data type is categorized in synthetic or real.

• Synthetic: consists in evaluating the mobile system with synthetic informa-

tion generated by the user.

• Real: refers to evaluating the mobile system with real and concrete data in

order to assure the system functions correctly.
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Modeling This method is based on how the mobile system will be evaluated. Modeling

is categorized in simulation or real.

• Simulation: consists in imitating real-life environments or situations in order

to validate mobile systems.

• Real: refers to validating implementations in real-life situations, environments,

and devices.

It is important to state that a well-defined methodology incorporates several methods.
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6

Related Works

This chapter is divided into two sections: Traditional and Mobile systems; and Metrics.

6.1 Mobile and Traditional Systems

The following works are based on architectures for traditional and mobile systems. The

projects were divided into three subsections: Architectures for Distributed Systems;

Addressing challenges of Mobile Computing; and Simplifying the development process

of a specific application.

6.1.1 Proposed Architectures for Distributed Systems

Ehab Al-Shaer et al. (1999) [3] proposed and implemented a monitoring architecture

called HiFi to manage large-scale distributed systems. The objective of this project was

to implement a scalable, dynamic, flexible and transparent infrastructure that is capable

of correcting distributed applications.

Schahram Dustdar et al. (2003) [24] detailed a three-layered architecture for distribu-

ted and collaborative mobile systems. The researchers emphasized that an infrastructure

for portable applications must be flexible and adaptable to new requirements. Thus, the

objective was to propose an architecture, for distributed mobile systems, that permits a

collaboration between users.

Sebastien Leriche et al. (2007) [66] proposed an architecture that provides flexibility

and simplicity in developing, updating and maintaining distributed large-scale applicati-

ons.
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6.1.2 Addressing Challenges of Mobile Computing

Thomas Phan et al. (2001) [91] developed a middleware to manage a high number of

users in a mobile-internet application. The objective was to improve the infrastructure

by providing higher scalability.

Gilda Pour et al. (2006) [92] implemented an architecture, based on mobile agents, to

resolve challenges such as low bandwidth and network failures. Other aspects taken

into consideration during the project include flexibility, reliability, extensibility, and

maintainability of mobile systems.

Yuri Natchetoi et al. (2008) [82] proposed a Service Oriented Architecture (SOA) for

mobile applications to minimize data transmission and storage.

Ashiq Khan et al. (2011) [49] proposed a configurable and flexible architecture for

mobile networks. The said model aims to reduce costs and be a basis for resolving future

challenges.

Hong-Han Shuai et al. (2011) [108] developed an architecture called MobiUP for mobile

devices, which aims to solve the challenge of limited-bandwidth for video streaming. The

platform was developed to be flexible when implementing codecs. The experiments proved

that it improves video quality and reduces data transmission.

Anas Showk et al. (2012) [107] proposed a parallel architecture to minimize energy

consumption when utilizing Long Term Evolution (LTE) technologies. The infrastructure

balances between energy consumption and task-load. The results show a 39% improve-

ment when utilizing one, two, three, and even four cores.

Rafaa Tahar et al. 2012 [111] developed a flexible architecture for mobile nodes

utilizing multiple interfaces. The infrastructure enables protocol implementations in

wireless communication areas. Furthermore, the platform minimizes energy consumption

during data transmission. The experiments proved that the architecture is flexible for

improvements and efficient in energy consumption.

Bimal Aklesh Kumar (2014) [53] proposed a flexible architecture to address web-development

challenges in mobile devices. The researcher stressed that portable gadgets have proces-

sing and storage limitations, resulting in the necessity of flexible and reusable infrastruc-

tures. The experiments demonstrated that the architecture reduces resources consumed

on a portable device.

Leibo Liu et al. (2014) [69] proposed an architecture called Ver-Comp to address the

limitations on non-smart devices, such as cameras or printers. The infrastructure has the

purpose of addressing challenges related to processing power and wireless communications,

giving more independence to these devices. A variety of techniques were proposed for the
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software, hardware, and middleware. Furthermore, the researchers emphasized that the

platform will allow non-smart devices to communicate with their counterparts and, thus,

provide innovative applications and services.

Jingchu Liu et al. (2014) [68] presented an infrastructure, named CONCERT, which

addresses challenges related to 5G networks. According to the authors, the number

of network connections is increasing considerably and, thus, a flexible and scalable

infrastructure is necessary to minimize latency, reduce costs, and be efficient.

Jianming Zhang et al. (2015) [132] proposed an architecture for 5G networks, which

was designed to be flexible, scalable, improve energy consumption and reduce costs. The

researchers emphasized that the number of mobile devices is increasing daily and, thus,

a platform that adapts itself to modern technologies and environments is required.

6.1.3 Simplifying the Development Process of a Specific Application

Iara Augustin et al. (2002) [6] and Thomas Kunz et al. (1999) [55] implemented an

architecture to simplify the development of adaptable mobile systems. The researchers

concluded that infrastructures focusing on adaptability, mobility and flexibility are neces-

sary.

R. Mukkamala et al. (2004) [78] proposed an architectural model to reuse system

components. The infrastructure consists in a layer responsible for selecting, reconfiguring

and integrating reused elements. Thus, the architecture provides a faster and simpler

system development. The platform was applied in medical fields and aerospace-structural

modeling.

Mohand Tahar Chebbine et al. (2005) [13] developed an architecture to adapt web

content for any mobile device. The infrastructure was implemented in a system called

Content Adaptation System for Heterogeneous Environments (CASHE) , which provides

adapted Internet content for several mobile devices. The objective was to prevent

programmers from developing multiple versions of the same code for portable devices,

thus, reducing time and increasing efficiency.

Zong Wang et al. (2009) [119] proposed an architecture for Software Defined Radios

(SDR). The infrastructure provides flexibility, ease in the development process and low

energy consumption.

Enric Pastor et al. (2010) [88] proposed a flexible and reusable architecture to simplify

the development process for remote-sensing applications. The system, on which the

architecture was validated, is called Red Eye and consists in detecting, analyzing and

controlling forest fires in the Mediterranean Sea.
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Chris Lu et al. (2011) [70] presented an architecture to develop and update an

educational mobile game. The platform was implemented to be lightweight, flexible,

scalable and capable of managing limited resources in portable devices.

Stephen S. Nestinger et al. (2011) [84] developed an architecture, called Mobile-R,

to implement Multi-robot systems. The infrastructure was developed to be flexible

and reconfigurable for maintaining control mechanisms. A middleware was developed

to provide an increased fault-tolerance, simplicity and adaptability. The platform was

validated utilizing the following virtual robots: Khepera III and Pioneer2DX. Both

proved to be successful in the experiments.

Xiping Hu et al. (2013) [40] implemented an architecture to simplify the development

of applications related to natural disasters, such as earthquakes, tsunamis or hurricanes.

The infrastructure consisted in two layers: Services and Applications. The Service Layer

is based on a SOA and the Application Layer is oriented towards users and social networks.

Roberto S. Silva Filho et al. (2015) [28] proposed an architecture to ease mobile system

development in field engineering. The developers concluded that these applications are

not geared towards portability. Thus, the proposed infrastructure provides contributions

such as: Application Program Interfaces (APIs) to develop mobile systems, data synch-

ronization, and a middleware that permits integrating different applications in order to

improve the service quality.

6.2 Metrics

In recent years there have been works related to defining metrics [27, 71, 46], in terms of

hardware and software, to address such issues.

Hanny Fauzia et al. (2014) [27] proposed metrics, based on ISO/IEC 25010, for

mobile thick client architectures that uses web API, focusing specifically on performance

efficiency and reliability. The authors concluded that mobile applications are being used

considerably and, as such, quality models are required in order to offer better services.

Daniel Lübke (2015) [71] proposed static code metrics in order for developers to obtain

feedback and readjust their architectures when necessary. The authors concluded that few

software metrics have been proposed for guiding architectural decisions.

Minho Ju et al. (2016) [46] proposed two metrics in particular, performance and

power consumption of a mobile system, to evaluate a simulation framework. The authors

stated that both categories are indispensable for portable applications, due to allowing

an efficient design and optimization.
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Carmen B. Rodriguez-Estrello et al. (2007) [99] proposed performance metrics

in Mobile Wireless Communication Networks taking into consideration both Resource

Insufficiency and Link Unreliability. The authors concluded that these metrics will serve

as guidelines and models for future developments of mobile networks.

Yao Xuanzheng et al. (2016) [122] proposed an enhanced model for performance

analysis of estimation algorithms. The authors stated that performance analysis for that

specific field was simple and incomplete. Thus, they proposed a model that permits the

user to apply suitable metrics to evaluate the algorithms.

Ramin Izadpanah et al. (2016) [45] presented a new approach for performance analysis

of non-blocking algorithms. The developers proposed metrics to simplify the investigation

of the said algorithms and applications. These metrics were utilized in conjunction with

hardware metrics in order to provide vital information. The authors concluded that these

evaluation schemes can be utilized by developers in order to analyze their algorithms, as

well as to compare different implementations.

Deepak Kumar et al. (2015) [54] presented a performance analysis in order to evaluate

different multiprocessor architectures for radio signal processing. The authors proposed

metrics such as Latency and Efficiency in order to analyze several infrastructures. Because

of the proposed metrics, the authors were able to compare implementations and conclude

which is better-suited for different situations.

Claudia Melania Chituc (2015) [14] proposed a methodology to monitor Service Level

Agreements in a cloud environment. The author stated that performance analysis metrics

are required in order to perform such an action, as well as an architecture, which will be

tested to analyze its scalability.

Table 6.1 shows that the majority of the aforementioned related works were based

on hardware and software. However, the developers did not focus on lifespan, a key

characteristic of mobile systems. In addition, the developers proposed metrics based on

a specific type of mobile system, but not in general terms.
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Table 6.1: Comparison of Related Works with the Proposed Metrics
Related Work Number of Metrics Metrics Proposed Categories Objective

[27] 8 Functional Stability,
Reliability,
Performance efficiency,
Operability, Security,
Compatibility,
Maintainability,
Transferability

Hardware and
Software

Mobile thick
client (Web
API)

[71] 5 Activity type
counts, Total basic
activity count, Total
structured activity
count, Extension
activity count, activity
distribution

Software Software
Architecture

[46] 2 Performance and
Energy Consumption

Hardware Simulation
Framework
(Web
browsing)

[99] 2 Resource insufficiency
and Link unreliability

Network Network

[45] 6 Announcement count,
Helped announcement,
RC remove descr,
RC offload,
RC watch fail,
HP watch fail

Hardware and
Software

Non-blocking
algorithms

[54] 6 Latency, Efficiency,
Load Imbalance,
Buffer requirement,
Scalability, Flexibility

Hardware Multiprocessor
Architecture

Proposed Metrics 16 Energy Con-
sumption, Use
of Resources,
Fault Tolerance,
Transmission,
Work-load,
Latency, Reliability,
Performance, Use
of Resources
(Global), Fault
Tolerance (Global),
Work-load (Global),
Performance
(Global), Efficiency,
Lifetime, Battery
Lifetime, Reliability
(Lifespan)

Hardware,
Software,
Global,
Lifespan

Any type
of mobile
system
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7

Conclusion

Mobile systems are expanding both in users and technologies. Developers are imple-

menting portable applications and architectures rapidly. The evaluation of myBee in

a real-world environment proves the efficiency of architectures to monitor bee colonies.

Based on myBee, it was acknowledged that mobile systems can be executed in dynamic

environments, which results in a complex development process. Thus, this master’s

project had two objectives: propose a flexible architecture that simplifies the development

and maximizes the lifespan of any mobile system; and propose metrics in order to validate

portable systems.

The architecture is composed of 3 layers. The Service Layer manages the operations

of the system. The Network Layer handles the protocols utilized to transmit the data.

The Hardware Layer is composed of the physical components of the mobile devices.

The middleware is considered to be one of the most important characteristics of the

proposed infrastructures due to permitting flexibility and scalability, which simplifies and

streamlines the development process. The middleware is also based on interoperability,

allowing communication and easy access between each component. In addition, the

Management module permits the user to add or configure protocols, operations or physical

components of the mobile system.

Several infrastructures have been developed over the last few years. However, there

are few guidelines or schemes to evaluate such implementations in order to reassure that

their top quality. Therefore, a performance analysis is proposed based on four key areas:

hardware, software, global perspective, and lifespan. All of the said categories utilize

variables that developers need to take into consideration when dealing with mobile systems
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and architectures. It is recommended to apply the said contributions in order to validate

such implementations and offer quality services and technologies.

The contributions of this master’s project can be classified as follows:

• Technical: myBee was well-documented in order to better-comprehend the system

for future modifications such as sensors to analyze sound and weight of the beehive.

• Scientific: two proposals - a layer-based architecture for mobile systems and metrics

in order to compare and validate implementations.

Future works include the following:

• Applying the proposed theoretical metrics in a real-world environment.

• Applying the generic architecture in other systems in order to validate its efficiency

and flexibility.

• Updating the Machine Learning module in order to detect beehive abandonment.
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Congreso Argentino de Ciencias de la Computación, 2001.

[8] Javier Berrocal, Jose Garcia-Alonso, Cristina Vicente-Chicote, Juan HernÃ¡ndez,
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