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ABSTRACT

In this thesis we present our study of control sets with nonvoid interior for homogeneous
bilinear control systems and affine control systems defined on Rn, considering that the
control range is a bounded set.

For homogeneous bilinear control systems the control sets are characterized using the
Lie algebra rank condition for the induced system on projective space. This is based on a
classic Diophantine approximation result. For affine control systems we start by studying
the control sets around the equilibrium points, with more attention to the case where
these sets are unbounded. Then, we started to consider periodic trajectories, so our study
started to consider spectral properties. For hyperbolic systems, we prove that there is a
unique control set with a nonvoid interior, and if the system is uniformly hyperbolic then
it is bounded. For nonhyperbolic systems we prove that every control set with a nonvoid
interior is unbounded.

We induce a system in projective space and study some relation between control sets
and chain control sets of an affine control system and its homogeneous part.

Keywords: affine control system, homogeneous bilinear control system, control set.



RESUMO

Nesta tese apresentamos nosso estudo sobre conjuntos controláveis com interior não
vazio para sistemas de controle bilinear homogêneo e sistemas de controle afim definidos
em Rn, considerando que a imagem de controle é um conjunto limitado.

Para sistemas bilineares homogêneos os conjuntos controláveis são caracterizados us-
ando a condição do posto da álgebra de Lie para o sistema induzido no espaço projetivo.
Isto é baseado em um resultado clássico de aproximação Diofantina. Para sistemas de
controle afim nós começamos estudando os conjuntos controláveis em torno dos pon-
tos de equilíbrio, com maior atenção para o caso em que estes conjuntos são ilimitados.
Em seguida, passamos a considerar trajetórias periódicas, assim nosso estudo passou a
considerar propriedades espectrais. Para sistemas hiperbólicos, provamos que existe um
único conjunto controlável com interior não vazio, e se o sistema for ainda uniformemente
hiperbólico então este é limitado. E para sistemas não hiperbólicos nós provamos que
todo conjunto controlável com interior não vazio é ilimitado.

Nós induzimos um sistema no espaço projetivo e estudamos algumas relações entre
conjuntos controláveis e conjuntos controláveis por cadeias de um sistema de controle
afim e sua parte homogênea.

Palavras-chave: sistema de controle afim, sistema de controle bilinear homogêneo, con-
juntos controláveis.
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Introdution

We study controllability properties for affine control systems of the form

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)(Bix(t) + ci) + d, u(t) ∈ Ω, (1)

where A,B1, . . . , Bm ∈ Rn×n and c1, . . . , cm, d are vectors in Rn. The controls u =

(u1, . . . , um) have values in a bounded set Ω ⊂ Rm. The set of admissible controls is
U = {u ∈ L∞(R,Rm) | u(t) ∈ Ω for almost all t} or the set Upc of all piecewise constant
functions defined on R with values in Ω. We also write (1) as

ẋ(t) = A(u(t))x(t) + Cu(t) + d, u(t) ∈ Ω,

with A(u) := A+
∑m

i=1 uiBi, u ∈ Ω, and C := (c1, . . . , cm).

Controllability properties of bilinear and affine systems have been studied since more
than fifty years. The first contributions were given by Rink and Mohler [35] who took the
set of equilibria as a starting point for establishing results on complete controllability, it
contains sufficient conditions for complete controllability and many applications of bilin-
ear control systems. On the other hand, Lie-algebraic methods have yielded important
insights. The monograph Elliott [21] emphasizes the use of matrix Lie groups and Lie
semigroups and contains a wealth of results on the control of bilinear control systems. A
classical result due to Jurdjevic and Sallet [29, Theorem 2] shows that affine system (1) is
controllable on Rn if it has no fixed points and its homogeneous part, the bilinear system

ẋ(t) = A(u(t))x(t), u(t) ∈ Ω,

is controllable on Rn \ {0}. Only the first condition is necessary, certainly it is not suf-
ficient. Initially, bilinear control systems were considered as “nearly linear” (cf. Bruni,
Di Pillo, and Koch [8] containing also many early references). However it turned out
that characterizing controllability of such systems (even with unrestricted controls) is a
very difficult problem. As Jurdjevic [27, p.182] emphasizes, the controllability properties
of affine systems are substantially richer and may require “entirely different geometrical
considerations” (based on Lie-algebraic methods).
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Concerning the literature on controllability properties of affine and bilinear systems
many results are found in Mohler [32] and Jurdjevic [27], other contributions are based
on the theory of semigroups in Lie groups, this includes Boothby and Wilson [6], Bonnard
[4], Jurdjevic and Kupka [28], Gauthier and Bornard [24], Bonnard, Jurdjevic, Kupka,
and Sallet [5], Jurdjevic and Sallet [29], San Martin [38].

The main result of Do Rocio, Santana, and Verdi [20, Theorem 1.3] concerns a con-
nected semigroup S with nonvoid interior in an affine group G = B o V, where V is a
finite dimensional vector space and B is a semisimple Lie group that acts transitively on
V \{0}. If the linear action of the canonical projection π(S) on B is transitive on V \{0},
then the affine action of S on V is transitive. This improves an earlier result in [29]. An
application to an affine control system of the form

ẋ = Ax+ a+ uBx+ ub with u ∈ R, (2)

where A,B ∈ sl(2,R) and a, b ∈ R2, results in a sufficient controllability criterion in terms
of these parameters.

Answering a question by Sachkov [37], Do Rocio, San Martin, and Santana [19] prove
that systems of the form (2) with a = b = 0 and unrestricted control may not be com-
pletely controllable on Rn \ {0} while there is no nontrivial proper closed convex cone in
Rn which is positively invariant. For the relation to the results in the present paper see
Remark 2.2.17 and also Proposition 2.2.18.

Motivated by Kalman criterion for controllability of linear systems, an early goal was
to show that the controllability of bilinear control systems (without control restrictions)
has an algebraic characterization. This hope did not bear out, in spite of many partial
results. The present work is mainly concerned with the analysis of control sets that is
which are maximal subsets of complete approximate controllability in Rn; cf. Definition
1.1.7 and Colonius and Kliemann [13] for a general theory.

Our results on control sets will also yield some results on controllability on Rn. In our
results about control set with nonvoid interior of homogeneous bilinear controls system
and control set with nonvoid interior around equilibria of affine control system, we do not
restrict our attention to the situation where the system semigroup has nonvoid interior in
the system group. Correspondingly, our results are not based on methods for semigroups
in Lie groups. But to progress in the study of control set with nonvoid interior we started
to consider periodic solution, here the spectral properties and semigroups with nonvoid
interior become crucial.

In the first part of this work we discuss control sets for homogeneous bilinear systems
which are a special case of (1) with c1 = · · · = cm = d = 0. It is well known that, for this
class of systems, one can separate controllability properties into properties concerning the
angular part on the unit sphere Sn−1 and the radial part. In particular, by Bacciotti and
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Vivalda [3, Theorem 1] the induced system on projective space Pn−1 is controllable if and
only if the induced system on Sn−1 is controllable.

Theorem 2.2.2 shows that every control set SD with nonvoid interior on Sn−1 induces
a control set D on Rn \ {0} given by the cone generated by SD, providing that expo-
nential growth and decay can be achieved. Here we use a classical result on Diophantine
approximations which allows us to require only the accessibility rank condition on Sn−1

in the interior of SD. This result is illustrated by two-dimensional examples. For sys-
tems satisfying the accessibility rank condition on projective space, the control sets on
the unit sphere and on Rn \ {0} are characterized in Theorem 2.2.11 and Theorem 2.2.15,
respectively. We remark that under the accessibility rank condition in R2, a complete de-
scription of the control sets and of controllability is given in Ayala, Cruz, Kliemann, and
Laura-Guarachi [1]. Corollary 2.2.20 characterizes controllability on Rn \ {0} for systems
satisfying only the accessibility rank condition on Pn−1 using a recent result by Cannarsa
and Sigalotti [9, Theorem 1] which shows that here approximate controllability implies
controllability.

In the second part we analyze control sets for general affine systems. We started with
the relation between control set and equilibria. If the systems linearized about equilibria
are controllable, Theorem 3.2.6 shows that any pathwise connected set of equilibria is
contained in a control set. Additional assumptions on spectral properties of the matrices
A(u) = A +

∑m
i=1 uiBi, u ∈ Ω, allow us to get more detailed information. In particular,

if 0 is an eigenvalue of A(u0) for some u0 ∈ Ω, one finds an unbounded control set; cf.
Theorem 3.2.15. The main open problem for control sets of affine systems if every control
set contains an equilibrium.

Posteriorly we consider periodic solutions and divided this study into two cases hy-
perbolic and nonhyperbolic. In the hyperbolic case (cf. Definition 3.3.1) Theorem 3.3.4
shows that an affine control system has a unique control set D with nonvoid interior. In
the uniformly hyperbolic case (cf. Definition 3.3.6) Theorems 3.3.8 and 3.3.11 show that
D is bounded and the closure of D is the unique bounded chain control set (here small
jumps in the trajectories are allowed; cf. Definition 1.1.12). Hence these systems enjoy
similar controllability properties as linear control systems of the form ẋ = Ax+Bu with
hyperbolic matrix A (i.e., A has no eigenvalues on the imaginary axis), controllable pair
(A,B), and compact and convex control range Ω containing 0; cf. Colonius and Kliemann
[13, Example 3.2.16]. We remark that, in another direction, control sets of linear control
systems on Lie groups have been studied by Da Silva [17] and Ayala and Da Silva [2].

Nonhyperbolic affine systems may possess several control sets with nonvoid interior.
By Theorem 3.5.1 each of them is unbounded. The proof takes up ideas from Rink and
Mohler [35], replacing the set of equilibria by the set of periodic solutions. Then we
compactify the state space using an embedding into projective space Pn to show that
for a control set with nonvoid interior the “boundary at infinity” (cf. Definition 3.4.4)

12



intersects a chain control set of the projectivized homogeneous part; cf. Theorems 3.5.5
and Theorem 3.5.7. Already the special case of linear control systems discussed in the
beginning of Section 3.5 shows that here chain transitivity (a classical notion in the theory
of dynamical systems; cf. Robinson [36]) plays an important role. An example of an affine
system is considered where more than one chain control set of the homogeneous part is
contained in the boundary at infinity of a control set. We emphasize that the boundary
at infinity concerns the lines which are obtained in the limit for large states. Hence one
may expect that one obtains relations to the chain control sets of the homogeneous part
in projective space Pn−1, not primarily in Rn \ {0}. The main result on the nonhyperbolic
case is Theorem 3.5.12 showing that there is a single chain control set in Pn containing
the images of all control sets D with nonvoid interior in Rn. The boundary at infinity
of this chain control set contains all chain control sets of the homogeneous part having
nonvoid intersection with the boundary at infinity of one of the control sets D. These
results cast new light on the relations between affine systems and their homogeneous
parts and are intuitively appealing, since one may expect that for unbounded x-values
the inhomogeneous part Cu(t) + d becomes less relevant (recall that we assume that Ω is
bounded).

The contents of this work are as follows. Section 1.1 describes basic properties of
nonlinear control systems and control sets, in the Section 1.2 we present some definition
and properties about affine control system on Rn. Furthermore, we state some classical
properties of periodic solutions for inhomogeneous linear differential equations. Section
1.3 analyzes the interior of system semigroups, and Section 1.4 applies this to affine control
systems and their homogeneous parts. Section 2.1 discusses homogeneous bilinear control
systems using their projection to the unit sphere. In Section 2.2 state some results on
spectral properties and controllability for homogeneous bilinear control systems. Section
3.1 briefly describes equilibria of affine systems and Section 3.2 presents results on control
sets around such equilibria. Section 3.3 shows that for hyperbolic systems a unique control
set exists and if the system is uniformly hyperbolic it is bounded. Section 3.4 prepares the
discussion of nonhyperbolic systems by describing the embedding of affine control systems
into homogeneous bilinear systems and associated systems in projective spaces. Finally,
Section 3.5 describes the control sets and their boundaries at infinity for nonhyperbolic
affine systems.
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Chapter 1

Control system

In this chapter we introduce definitions and properties about control systems. In
Section 1.1 we start with the definition of control systems defined in smooth manifolds,
we also present here the definitions of control set and chain control set. Then, in Section
1.2, we deal with affine control systems defined in Rn, and some special cases of these
systems, in this section we also deal with periodic solutions for a differential equation,
this will be used again and again throughout the work. In Section 1.3, we focus on the
study of the system group and semigroup. In Section 1.4 we continue to deal with the
group and semigroup of an control system, but for the specific case of an affine control
system in Rn.

1.1 Basic properties of control systems

In this section we present some definitions and properties about control system defined
on a smooth manifold. Here are defined control system, control set of control system,
chain control set and other objects. For the general theory of control systems we refer to
Jurdjevic [27] and Sontag [39].

In this work we consider the class of the control system defined as follows.

Definition 1.1.1. Let M be a smooth manifold, Ω a convex compact nonvoid subset of
Rm, with 0 ∈ Ω, f0, . . . , fm smooth vector fields on M,

U = {u : R −→ Ω | u is locally integrable}

and F : M × Ω −→ TM the differentiable map defined by

F (u, x) = f0(x) +
m∑
i=1

uifi(x),

14



where u(t) = (u1(t), . . . , um(t)) ∈ Ω. Then the family of differential equations

ẋ(t) = f0(x(t)) +
m∑
i=1

ui(t)fi(x(t)), (1.1)

is called a control system and U is called the family of admissible control, and its
elements control functions. The set Ω is called control range and its elements control
values. The manifold M is called the state space and the function F the right-hand
side of the control system.

Here we will consider that the vector fields f0, . . . , fm are complete.
For the general theory see also Kawan [30], where a theorem about the approximation

of arbitrary trajectories of a control system by trajectories corresponding to piecewise
constant control functions is proved, for this type of system. For this reason, we will
consider U the set of all piecewise constant controls defined on R with value in Ω, below
we clarify what we consider as a piecewise constant controls.

A control function u is called piecewise constant control if R is decomposed into
subintervals limited inferiorly such that u is constant in each of these intervals. The set
of all piecewise constant control is denoted by Upc.

We assume that for each initial state x ∈M and every control function u ∈ Upc, there
exists a unique solution of (1.1) denoted by ϕ(t, x, u), defined for all t ∈ R, and satisfies
ϕ(0, x, u) = x depending continuously on x.

Definition 1.1.2. The shift flow Θ is defined by

Θ : R× Upc −→ Upc
(t, u) 7−→ Θtu

where Θtu(s) = u(t+ s) for all s ∈ R.

As the solution of (1.1) are defined on R it is possible to define a map

ϕ : R×M × U −→ M

(t, x, u) 7−→ ϕ(t, x, u)
,

called transition map that satisfy

ϕ(t+ s, x, u) = ϕ(t, ϕ(s, x, u),Θsu) (1.2)

what is called the cocycle property, this is proven in Kawan [30, Proposition 1.2.8].
Moreover, it holds that for all t1, t2 ≥ 0 and u1, u2 ∈ Upc

ϕ(t2, ϕ(t1, x, u1), u2) = ϕ(t1 + t2, x, u),

15



where

u(t) =

 u1(t), for t ∈ [0, t1]

u2(t− t1), for t ∈ (t1, t2 + t1]
.

For each function u, the map ϕu : R×M −→M is continuous and for t ∈ R the map
ϕt,u : M −→ M is a homeomorphism, see Kawan [30, Proposition 1.1.10 and Corollary
1.2.12].

If we assume that Ω is convex and U is a subset of all the essentially bounded functions,
then U is compact and metrizable in the weak*-topology of L∞ (R,Rm) and both the maps
Θ and ϕ are continuous with respect to this topology.

Proposition 1.1.3. Consider the control system (1.1). Let Upc be endowed with the
weak*-topology. Then the following assertions are holds:

(i) Upc is a compact, separable metrizable space.

(ii) The maps Θ and ϕ are continuous.

(iii) The mapping

Ψ : R×M × Upc −→ M × Upc
(t, x, u) 7−→ (ϕ(t, x, u),Θtu)

is a continuous flow, called control flow of system (1.1) .

Proof. A demonstration of this result can be seen in Kawan [30, Proposition 1.3.14] .

Now we will define reachable sets they are objects of great importance in our study.

Definition 1.1.4. The set of points reachable from x ∈M and controllable to x ∈M up
to time T > 0 are defined, respectively, by

O+
≤T (x) := {y ∈M | there are 0 ≤ t ≤ T and u ∈ Upc with y = ϕ(t, x, u)},

O−≤T (x) := {y ∈M | there are 0 ≤ t ≤ T and u ∈ Upc with x = ϕ(t, y, u)}.

Therefore, the reachable set (or “positive orbit”) from x, and the set controllable to x
(or “negative orbit” of x) respectively, are

O+(x) =
⋃

T>0
O+
≤T (x),

O−(x) =
⋃

T>0
O−≤T (x).

The system (1.1) is called locally accessible in x, if O+
≤T (x) and O−≤T (x) have nonvoid

interior for all T > 0 and the system is called locally accessible if this holds in every
point x ∈M.
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In some results, we will need of the following rank condition, because in that case the
system is locally accessible.

Lemma 1.1.5. The system (1.1) is locally accessible if the following condition is holds

dimLA{f0, f1, . . . , fm} (x) = dimM, for all x ∈M, (1.3)

where LA{f0, f1, . . . , fm} (x) is the subspace of the tangent space TxM corresponding to
the vector fields, evaluated in x, in the Lie algebra generated by f0, f1, . . . , fm. For analytic
systems on an analytic manifold this condition is also necessary for local accessibility.

The condition (1.3) is know as accessibility rank condition .

Proof. A prove for this lemma can be view in Colonius and Kliemann [13, Theorem A.4.4
and Theorem A.4.6].

Here we present some properties about positive orbit and negative orbit that made
some later proofs simpler.

Property 1.1.6. The reachable set and controllable set satisfy the following properties:

(i) If x ∈ O+(y) so O+(x) ⊂ O+(y).

(ii) If x ∈ O+(y) and y ∈ O+(z), then x ∈ O+(z).

(iii) If x ∈ O−(y) so O−(x) ⊂ O−(y).

(iv) If x ∈ O−(y) and y ∈ O−(z), then x ∈ O−(z).

(v) If y ∈ O+(x) and y ∈ int(O−(y)) then y ∈ O+(x).

Proof. (i) As x ∈ O+(y) there are T1 ≥ 0 and u ∈ Upc such that ϕ(T1, y, u) = x. For every
z ∈ O+(x) there are T2 ≥ 0 and v ∈ Upc such that ϕ(T2, x, v) = z. Consider the control w
defined by w(t) = u(t) if t ∈ (−∞, T1] and w(t) = v(t− T1) if t ∈ (T1,∞) so

ϕ(T1 + T2, y, u) = ϕ(T2, ϕ(T1, y, w),ΘT1w)

= ϕ(T2, ϕ(T1, y, u),ΘT1w)

= ϕ(T2, x, w(T1 + ·))

= ϕ(T2, x, v) = z,

so z ∈ O+(y). The item (ii) follow of (i) and items (iii) and (iv) are analogous to these.
For (v) consider (ϕ(tn, x, un))n∈N a sequence such that ϕ(tn, x, un) → y when n →

∞. As int(O−(y)) is a neighborhood of y there are ϕ(tn0 , x, un0) ∈ int(O−(y)), so y ∈
O+(ϕ(tn0 , x, un0)) ⊂ O+(x).
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A system is said to be controllable if given any two states x, y ∈ M we can go
from x to y through solutions, that is, there are positive times t1, t2 ∈ R and control
functions u, v ∈ U such that ϕ(t1, x, u) = y and ϕ(t2, y, v) = x. This property is extensively
investigated in the literature where we seek to determine conditions for it to be true.
However this is not the objective of this work. Here we are interested in investigating
subsets where there are properties very close to controllability, the subsets of complete
approximate controllability, which are introduced in the next definition.

Definition 1.1.7. A nonvoid set D ⊂M is called a control set of system (1.1) if it has
the following properties:

(i) for all x ∈ D there is a control function u ∈ Upc such that ϕ(t, x, u) ∈ D, for all
t ≥ 0,

(ii) for all x ∈ D one has D ⊂ O+(x), and

(iii) D is maximal with these, that is, if D′ ⊃ D satisfies conditions (i) and (ii), then
D′ = D.

A control set D ⊂M is called an invariant control set if D = O+(x), for all x ∈ D.
All other control sets are called variant.

If the intersection of two control sets is nonvoid, the maximality property (iii) implies
that they coincide.

The next result about control sets with nonvoid interior, can be found in Colonius and
Kliemann [13]. We present it here to facilitate your consultation.

Lemma 1.1.8. Let D be a control set of system (1.1) with nonvoid interior.

(i) If y ∈ int(D) is locally accessible, then y ∈ O+(x) for all x ∈ D.

(ii) If the system is locally accessible from all y ∈ int(D), then int(D) ⊂ O+(x) for all
x ∈ D, and for every y ∈ int(D) one has D = O+(y) ∩ O−(y).

Proof. See Colonius and Kliemann [13, Lemma 3.2.13] .

Lemma 1.1.9. Suppose that local accessibility holds. If x ∈ int (O−(x)) ∩ int(O+(x))

then D = O−(x) ∩ O+(x) is a control set and x ∈ int(D).

Proof. By the assumption, there is a neighborhoodN of x withN ⊂ int (O−(x)) ∩ int(O+(x)) .

For every z ∈ N there are T1, T2 > 0, u1, u2 ∈ Upc such that ϕ(T1, z, u1) = x and
ϕ(T2, x, u2) = z. Define the control function

v(t) =

u1(t), if t ∈ [0, T1)

u2(t− T1), if t ∈ [T1,∞)
.
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Note that ϕ (·, z, v) is T1 + T2-periodic. In fact,

ϕ (t+ T1 + T2, z, v) = ϕ (t+ T2, ϕ(T1, z, v),ΘT1v)

= ϕ (t+ T2, x,ΘT1v)

= ϕ (t, ϕ(T2, x,ΘT1v),ΘT1+T2v)

= ϕ (t, z, v) .

Thus ϕ(t, z, v) ∈ O−(x) ∩ O+(x) for all t ∈ R, so N satisfies the condition (i) of the
Definition 1.1.7. Moreover x ∈ O+(z), so O+(x) ⊂ O+(z), thus N ⊂ O+(z), therefore N
satisfies the condition (ii) of the Definition 1.1.7.

Therefore, N is contained in some control set D, by Lemma 1.1.8 (ii) D = O−(x) ∩
O+(x).

Next we introduce a notion of controllability allowing for (small) jumps between pieces
of trajectories. Here we fix a metric d on M.

Definition 1.1.10. Fix x, y ∈ M and let ε, T > 0. A controlled (ε, T )-chain from
x to y is given by n ∈ N, x0, . . . , xn ∈ M, u0, . . . , un−1 ∈ U , t0, . . . , tn−1 ≥ T with
x0 = x, xn = y, and

d(ϕ(tj, xj, uj), xj+1) ≤ ε, for all j = 0, . . . , n− 1.

If for every ε, T > 0 there is a controlled (ε, T )-chain from x to y, then the point x is
chain controllable to y.

Proposition 1.1.11. The concatenation of two controlled (ε, T )-chains again yields a
controlled (ε, T )-chain.

Proof. Suppose there are a controlled (ε, T )-chain from x to y and a controlled (ε, T )-chain
from y to z, that is, there are n ∈ N, x0, . . . , xn ∈ M, u0, . . . , un−1 ∈ U , t0, . . . , tn−1 ≥ T

with x0 = x, xn = y, and

d(ϕ(tj, xj, uj), xj+1) ≤ ε, for all j = 0, . . . , n− 1,

and m ∈ N, y0, . . . , ym ∈ M, v0, . . . , vm−1 ∈ U , s0, . . . , sm−1 ≥ T with y0 = y, ym = z,

and

d(ϕ(sj, yj, vj), yj+1) ≤ ε, for all j = 0, . . . ,m− 1.

Consider n + m ∈ N, x0, . . . , xn, xn+1 = y1, xn+2 = y2, . . . , xm+n = z, controls function
u0, . . . , un−1, un = v0, un+1 = v1, . . . , un+m−1 = vm−1 ∈ U , and times t0, . . . , tn−1, tn =

s0, tn+1 = s1, . . . , tn+m−1 = sm−1 ≥ T is a controlled (ε, T )-chain from x to z.
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In analogy to control sets, chain control sets are defined as maximal regions of chain
controllability.

Definition 1.1.12. A set E ⊂M is called a chain control set of system (1.1) if it has
the following properties:

(i) for all x ∈ E there is u ∈ U such that ϕ(t, x, u) ∈ E for all t ∈ R,

(ii) for all x, y ∈ E and ε, T > 0 there is a controlled (ε, T )-chain from x to y, and

(iii) E is maximal (with respect to set inclusion) with these properties.

Chain control sets are closed and for locally accessible systems every control set with
nonvoid interior is contained in a chain control set. For the properties of control sets
and chain control sets stated above, we refer to Colonius and Kliemann [13, Chapters
3 and 4]. Where it is also shown that, for almost all control ranges, a chain control set
coincides with the closure of a control set with nonvoid interior, if the so-called “inner-pair
condition” holds. Hyperbolicity conditions for the associated control flow yield a similar
result based on a shadowing lemma; cf. Colonius and Du [12]. Da Silva and Kawan [18]
also exploit hyperbolicity conditions for chain control sets.

Definition 1.1.13. A compact subset K of a continuous dynamical system ψ : R×M →
M on a metric space M is called chain transitive, if for all x, y ∈ K and all ε, T > 0

there is an (ε, T )-chain from x to y given by n ∈ N, x0 = x, x1, . . . , xn = y ∈ M, and
t0, . . . , tn−1 ≥ T with

d(ψ(tj, xj), xj+1) ≤ ε, for all j = 0, . . . , n− 1.

It follows from of the Proposition 1.1.3 that the control system (1.1) define a dinamical
system. By [13, Theorem 4.3.11] a compact chain control set E gives rise to a maximal
chain transitive set E of this flow via

E = {(u, x) ∈ U × E | ϕ(t, x, u) ∈ E for all t ∈ R}. (1.4)

1.2 Affine control system on Rn

Our aim is to study control sets for affine control systems on Rn, for this study we
introduce the following notations. Here we also recall some properties about periodic
solutions of periodic differential equation.
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We will study properties of affine control systems of the form

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)(Bix(t) + ci) + d, (1.5)

where A,B1, . . . , Bm ∈ Rn×n and c1, . . . , cm, d are vectors in Rn. The controls u =

(u1, . . . , um) have values in a set Ω ⊂ Rm.

Frequently, we abbreviate

A(u) := A+
m∑
i=1

uiBi for u ∈ Ω and C := (c1, . . . , cm) ∈ Rn×m,

hence the columns of C are given by the ci. Then (1.5) can be written as

ẋ(t) = A(u(t))x(t) + Cu(t) + d.

Bilinear control systems are special cases and obtained when d = 0, i.e.,

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)(Bix(t) + ci) = A(u(t))x(t) + Cu(t).

Other special cases are homogeneous bilinear control systems, given of the form

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)Bix(t) = A(u(t))x(t). (1.6)

Given an affine control system (1.5), we can define a homogeneous bilinear control
system get C = 0 and d = 0, this last system is called homogeneous part of the system
(1.5).

For fixed control u ∈ Upc (1.5) is a nonautonomous inhomogeneous linear differential
equation. Denote by Φu(t, s) ∈ Rn×n the principal matrix solution, i.e., the solution
of

d

dt
Φu(t, s) = A(u(t))Φu(t, s), Φu(s, s) = I.

The solutions ϕ(t, x0, u), t ∈ R, of (1.5) with initial condition ϕ(0, x0, u) = x0 ∈ Rn are
given by

ϕ(t, x0, u) = Φu(t, 0)x0 +

∫ t

0

Φu(t, s)[Cu(s) + d]ds, t ∈ R,
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and, in particular, the solutions of (1.6) are

ϕ(t, x0, u) = Φu(t, 0)x0, t ∈ R.

This readily implies for α ∈ R

ϕ(t, αx0, u) = Φu(t, 0)αx0 = αϕ(t, x0, u). (1.7)

In other literature the matrix Φu(t, s) is denoted by exp((t− s)A(u)), but in literature
used as reference here we find this notation, so let is use it.

For a matrix A we will denote the spectrum of A by

spec(A) = {λ ∈ C | λ is eigenvalue of A} ,

and the real generalized eigenspace for an eigenvalue λ of A, by E(A, λ), that is, the
subspace

E(A, λ) =
{
v ∈ Rn | (A− λI)kv = 0, for some 0 < k ∈ N

}
.

Throughout this text we will often need to consider periodic equations and so we recall
some basic facts on periodic solutions of inhomogeneous periodic differential equations
following Hahn [25, § 72]. Consider

ẋ(t) = P (t)x(t) + z(t), (1.8)

where P (·) ∈ L∞(R,Rn×n) and 0 6= z(·) ∈ L∞(R,Rn) are τ -periodic, i.e., P (t+ τ) = P (t)

and z(t+ τ) = z(t) for all t ∈ R.
The principal matrix solution Φ(t, s) ∈ Rn×n, t, s ∈ R, is given by

d

dt
Φ(t, s) = P (t)Φ(t, s) with Φ(s, s) = I.

It satisfies Φ(t, r) = Φ(t, s)Φ(s, r) for t, s, r ∈ R.
The homogeneous equation

ẋ(t) = P (t)x(t) (1.9)

has a τ -periodic solution (not unique) if and only if 1 is an eigenvalue of Φ(τ, 0); cf.
Hahn [25, Theorem 60.3]. Denote the solutions of the homogeneous equation (1.9) by
ψ (t, x0) , t ∈ R, with ψ (0, x0) = x0. The numbers λ1, . . . , λn,

λj := lim
t→±∞

1

t
log
∥∥ψ(t, x0)

∥∥ for x0 6= 0, (1.10)

are the Floquet exponents. The Floquet multipliers ρj ∈ C are the eigenvalues of
Φ(τ, 0) and the Floquet exponents satisfy λj = 1

τ
log |ρj| ; cf. Colonius and Kliemann [14,
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Theorem 7.2.9]. In particular, 1 is a Floquet multiplier then 0 is a Floquet exponent.
We also refer to Chicone [11, Section 2.4] and Teschl [41, Section 3.6] for the Floquet

theory (note that the Floquet exponents defined in (1.10) are the real parts of the Floquet
exponents defined in [11], [25] and [41]).

For the inhomogeneous equation, the following results on periodic solutions are clas-
sical (we include a proof for the reader’s convenience). Note that here uniqueness of a
periodic solution means that it is unique up to time shifts.

Proposition 1.2.1. Consider the inhomogeneous τ -periodic differential equation (1.8).

(i) This differential equation has a unique τ -periodic solution if and only if 1 is not an
eigenvalue of the matrix Φ(τ, 0). The initial value of the unique τ -periodic solution
is x0 = (I − Φ(τ, 0))−1

∫ τ
0

Φ(τ, s)z(s)ds.

(ii) If there does not exist a τ -periodic solution of the τ -periodic differential equation
(1.8), then the principal matrix solution satisfies 1 is a eigenvalue of the matrix
Φ(τ, 0) and

∫ τ
0
z(t)dt 6∈ Im(I − Φ(τ, 0)).

(iii) For k = 0, 1, . . ., let P k(t) and zk(t), t ∈ R, be τk-periodic with τk ≥ 0, and assume
that the corresponding principal fundamental matrices Φk satisfy 1 6∈ spec(Φk(τk, 0)).

Furthermore, suppose that

• τk → τ0, P
k(·)→ P 0(·) in L∞(R,Rn×n);

• zk(·)→ z0(·) in L2([0, τ0 + 1] ;Rn) for k →∞.

Then the initial values xk of the corresponding unique τk-periodic solutions converge
for k → ∞ to the initial value x0 of the unique τ0-periodic solution for P 0(·) and
z0(·).

Proof. (i) A τ -periodic solution x(·) with x(0) = x0 satisfies

x0 = x(τ) = Φ(τ, 0)x0 +

∫ τ

0

Φ(τ, s)z(s)ds,

and hence
(I − Φ(τ, 0))x0 =

∫ τ

0

Φ(τ, s)z(s)ds. (1.11)

If 1 6∈ spec(Φ(τ, 0)) there is a unique solution x0 ∈ Rn of (1.11). If 1 ∈ spec(Φ(τ, 0)),

i.e., ker(I − Φ(τ, 0)) 6= {0}, then the inhomogeneous linear equation in Rn either has
no solution or there is a nontrivial affine subspace of solutions and, in particular, the
τ -periodic solution is not unique.

(ii) This follows by the arguments in (i).
(iii) Using Gronwall’s inequality one shows that for initial values yk → y0 the solutions

ψk(t, yk) of ẋ(t) = P k(t)x(t) + zk(t), ψk(0, yk) = yk, converge uniformly on bounded
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intervals to ψ0(t, y0). This also holds for the principal fundamental solutions and hence,
for zk(t) 6≡ 0,

xk = (I − Φk(τk, 0))−1

∫ τk

0

Φk(τk, s)z
k(s)ds

converges to

x0 = (I − Φ0(τ0, 0))−1

∫ τ0

0

Φ0(τ0, s)z
0(s)ds.

For zk(t) ≡ 0, the convergence trivially holds.

Suppose that u is a τ -periodic control, i.e., u(t+ τ) = u(t) for all t ∈ R, then A(u(t+

τ)) = A(u(t)) and C(u(t+τ))+d = C(u(t))+d, so for periodic control the equation (1.5)
is τ -periodic. Therefore, all results on periodic solutions can be applied to affine control
systems.

The last result of this section establishes the relationship between the orbits of an
element determined by an affine system and the orbits of an element determined by the
time reverse system.

Lemma 1.2.2. Consider affine control system on Rn

ẋ(t) = f0(x(t)) +
m∑
i=1

vi(t)fi(x(t)), v ∈ U . (1.12)

The time reversed system is the system on Rn given by

ẋ(t) = −f0(x(t))−
m∑
i=1

vi(t)fi(x(t)), v ∈ U . (1.13)

We denote by O+
1 (x) and O−1 (x) the reachable set from x and the controllable set to x,

determined by the system (1.12), respectively, and by O+
2 (x) and O−2 (x) the reachable set

from x and the controllable set to x, determined by the system (1.13), respectively. Then
O+

1 (x) = O−2 (x) and O−1 (x) = O+
2 (x).

Proof. For y = ϕ(T, x, u) ∈ O+
1 (x), the absolutely continuous function ψ(t) := ϕ(T −

t, x, u(T − ·)), t ∈ [0, T ], satisfies ψ(0) = y, ψ(T ) = x. It is a solution of (1.13) with
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v(t) := u(T − t), t ∈ [0, T ], since for almost all t ∈ [0, T ]

ψ̇(t) =
d

dt
ϕ(T − t, y, u(T − ·))

= −f0(ϕ(T − t, y, u(T − ·)))−
m∑
i=1

ui(T − t)fi(ϕ(T − t, y, u(T − ·)))

= −f0(ψ(t))−
m∑
i=1

vi(t)fi(ψ(t)).

Thus O+
1 (x) ⊂ O−2 (x). The other inclusions follow analogously.

1.3 System semigroup of control system on smooth man-

ifold

In this section we consider control systems which generate a finite dimensional Lie
group and analyze the interior of the system semigroup. The concepts and results pre-
sented in this section are based on Jurdjevic [27] and we will often refer to it.

Consider a control system of the form (1.1) on a real analytic manifold M given by
complete real analytic vector fields f0, . . . , fm,

ẋ(t) = f0(x(t)) +
m∑
i=1

ui(t)fi(x(t)), u ∈ Upc.

Assume that the associated family of vector fields

F =

{
f0(x) +

m∑
i=1

uifi(x) | u ∈ Ω

}

generates a finite dimensional Lie subalgebra L(F) of the set of real analytic vector fields
on M. Let G the connected and simple connected group associated with L(F), the Lie
algebra of the right-invariant vector fields defined in G is isomorphic to L(F), i. e., for
every X ∈ F there is a unique corresponding right-invariant vector fields Xr, the family
of invariant vector field determined by F is denoted by Fr = {Xr| X ∈ F}.

The elements g of G have the form

g = exp(t1X1) · · · exp(tkXk) for some elements Xi ∈ F and ti ∈ R.

The group G coincides with the orbit of the identity for the vector fields Fr. Denote by
Sτ = Sτ (F) the set of those elements of G with ti ≥ 0 and t1 + · · · + tk = τ, and let
S = S(F)=

⋃
τ>0 Sτ be the system semigroup. Also denote S≤T=

⋃
τ∈[0,T ] Sτ .

The action of the system group G on M is determined by the following: for X(x) =
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f0(x) +
∑m

i=1 uifi(x) ∈ F , u ∈ Ω, and t ∈ R,

exp(tX)x = ϕ(t, x, u).

Throughout this section, we assume that the family F satisfies the rank condition (1.3),
by Jurdjevic [27, Theorem 3 on pg.44 ] the set F of vector fields is transitive on M, i.e.,
for all x, y ∈ M there is g ∈ G with y = gx. The trajectories of control system (1.1) are
given by the action of the semigroup S on M : For g ∈ Sτ and τ = tk + · · ·+ t1, ti > 0,

gx = exp
(
tkX

uk
)
· · · exp

(
t1X

u1
)
x = ϕ(τ, x, u),

where uj ∈ Ω, Xuj = f0(x) +
∑m

i=1 u
j
ifi(x) ∈ F , and ϕ(t, x, u), t ∈ [0, τ ], is the solution of

(1.1) with control defined, with t0 = 0, by

u(t) := uj+1 for t ∈

[
j∑
i=0

ti,

j+1∑
i=0

ti

)
, j = 0, . . . , k − 1.

Theorem 1.3.1. Consider the system semigroup of the system (1.1). Then the following
properties are holds:

(i) The system semigroup S = S(F) satisfies S≤τ ⊂ int(S≤τ ) in G for every τ > 0.

(ii) If g ∈ int(S≤τ ) for a τ > 0 then gx ∈ int(O+
≤τ (x)) for every x ∈M.

Proof. (i) The invariant vector fields in a Lie group are analytic; cf. Jurdjevic [27, p. 69],
this implies that the family Fr is Lie-determined (satisfy the rank condition (1.3)), so we
can apply Corollary in Jurdjevic [27, Corollary on p. 67] which shows that for every open
set U in an orbit of Fr, any y ∈ U, and any T > 0, the reachable set S≤T (Fr)(y) ∩ U
contains an open set in the orbit topology. In particular, this applies to the reachable set
up to time T of the identity which coincides with S≤T . Furthermore, [27, Corollary 1 on
p. 68] implies S≤τ ⊂ int(S≤τ ).

(ii) The maps G −→ M defined by g 7−→ gx are open. If g ∈ int (S≤T ) then gx ∈
int
(
O+
≤T (x)

)
.

In the following, we always consider the interior of S in the system group G. As
int(S) =

⋃
T>0

S<T then if g ∈ int(S) implies that g ∈ int(S≤τ ) for some τ > 0; cf. Colonius

and Kliemann [13, Lemma 4.5.2]. Theorem 1.3.1 leads to the following result connecting
elements g in the interior of the system semigroup and fixed points of the control system.

Proposition 1.3.2. (i) Let D ⊂ M be a control set with nonvoid interior. Then for
every x ∈ int(D) there are τ > 0 and g ∈ Sτ ∩ int (S≤τ+1) such that gx = x.

(ii) Conversely, let g ∈ int (S≤τ ) for some τ > 0 with gx = x for some point x ∈ M.

Then x ∈ int(D) for some control set D ⊂M.
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Proof. (i) Let x ∈ int (D) . By continuity of the action we have that the set H = {h ∈
G | hx ∈ int (D)} is open in G. Since D is a control set, there exists u ∈ Upc such that
ϕ(t, x, u) ∈ D for all t ≥ 0, that is, for every t ≥ 0 there is ht ∈ G with ϕ(t, x, u) = htx ∈ D,
so ht ∈ St ∩ H. By normal accessibility; cf. Jurdjevic [27, Theorem 1 on p. 66] for any
neighborhood V of x there is a state y ∈ V such that y ∈ O+

≤T (x), for some T > 0,

as consequence V ∩ O+
≤T (x) contain a open subset. There are for σk → 0+ elements

gk ∈ int (S≤σk) converging to the identity in G, and hence hk := gkh ∈ int (S≤t+σk) → h.

SinceH is open we can fix k ∈ N such that hk ∈ H∩St+σ∩int (S≤t+σk) for some σ ∈ [0, σk],

hence hkx ∈ int (D) . By exact controllability in int(D), we find h0 ∈ Ss, s > 0, such that
h0hkx = x. It follows that g := h0hk ∈ Sτ ∩ int (S≤τ+1) with τ := t+ σ + s and gx = x.

(ii) Every g ∈ int (S≤τ ) satisfies gx ∈ int (O+(x)) and x ∈ int (O−(gx)) for all x. Now
gx = x implies that

x ∈ int
(
O+(x)

)
∩ int

(
O−(x)

)
,

and hence Lemma 1.1.9 shows that D = O−(x)∩O+(x) is a control set with x ∈ int(D).

Next, we will prove that the interior of the system semigroup is path-connected and
for that we will need this lemma.

Lemma 1.3.3. Les S be the system semigroup of the system (1.1). If g′ ∈ S and g′′ ∈
int(S). Then g′g′′, g′′g′ ∈ int(S).

Proof. This follows from the fact that the translations in G are diffeomorphisms and so
g′int(S) and int(S)g′ are open.

The following lemma shows that the interior of the system semigroup is path-connected
such that the corresponding controls and times change continuously along of the paths.

Lemma 1.3.4. Let g ∈ Sσ∩ int(S) and h ∈ Sτ ∩ int(S) for some σ, τ > 0. Then there is a
continuous path p : [σ, 2σ+ τ ]→ [0,∞)× int(S) with p(σ) = (σ, g) and p(2σ+ τ) = (τ, h)

such that

p(α) =

{
(α, gα) for α ∈ [σ, σ + τ ]

(2σ + 2τ − α, g2σ+2τ−α) for α ∈ (σ + τ, 2σ + τ ]

with gα ∈ Sα ∩ int(S) for α ∈ [σ, σ + τ ] and g2σ+2τ−α ∈ S2σ+2τ−α ∩ int(S) for α ∈
(σ + τ, 2σ + τ ] .

Proof. We may write,

g = exp (skXk) · · · exp (s1X1) , h = exp(t`Y`) · · · exp(t1Y1), (1.14)
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where k, ` ∈ N, ti, si > 0, andXi, Yi ∈ F for all i. Thus σ = sk+· · ·+s1 and τ = t`+· · ·+t1.
First define a continuous path

p : [σ, σ + τ ] −→ [σ, σ + τ ]× int(S)

α 7−→ (α, gα)

where gα is defined by: Set t0 = 0, for j = 1, . . . , ` and α ∈
[
σ +

∑j−1
i=0 ti, σ +

∑j
i=0 ti

)
,

gα = exp
((
α− σ −

∑j−1
i=0 ti

)
Yj

)
exp (tj−1Yj−1) · · · exp (t1Y1) g.

By [33, Theorem 18.3 on pg.108] the function p is continuous. Then gσ = g, gσ+τ = hg

and gα ∈ Sα ∩ int(S), by Lemma 1.3.3.
Analogously, we can connect (σ+τ, hg) continuously with (τ, h) implying the assertion.

Remark 1.3.5. The elements gα constructed in the proof above correspond to control
functions uα given by the following: let g = g(u) and h = h(v) with

v(t) = vj for t ∈
[∑j−1

i=0
ti,
∑j

i=0
ti

)
, j = 1, . . . , `,

where vj determines the vector field Yj. Then for α ∈
[
σ +

∑j−1
i=0 ti, σ +

∑j
i=0 ti

)
, j =

1, . . . , `, the element gα is determined by the control

uα(t) =

{
u(t) for t ∈ [0, σ]

vj for t ∈
[
σ +

∑j−1
i=0 ti, α

)
, j = 1, . . . , `

and analogously for α ∈ [σ + τ, 2σ + τ ]. It follows that τα and gα depend continuously
on α and τα depends in a piecewise analytic way on α. Furthermore, also the controls
uα ∈ L2([0, σ + τ ] ;Rm) depend continuously on α.

1.4 Systems semigroup of control system on Rn

In this section we analyze the system semigroup specifically for control system (1.5)
on Rn.

The family of vector fields on Rn associated with (1.5) is given by

F =

{
Xu(x) =

(
A+

m∑
i=1

uiBi

)
x+

m∑
i=1

uici + d

∣∣∣∣∣ u ∈ Ω

}
.

The system group G = G(F) is a subgroup of the semidirect product Rn n GL(Rn); cf.
Jurdjevic and Sallet [29]. For an affine vector field X(x) = A0x+ a0 ∈ F we write exp tX
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for the one parameter group of diffeomorphisms generated by X. Then, for x ∈ Rn,

(exp tX)x = etA0x+

∫ t

0

e(t−s)A0a0 ds.

Next we describe the relation between the action of the system semigroup and periodic
control functions. For g ∈ Sτ and τ = tk + · · ·+ t1,

gx = exp
(
tkX

uk
)
· · · exp

(
t1X

u1
)
x = ϕ(τ, x, u), (1.15)

where uj ∈ Ω and Xuj is the vector field

Xuj(x) =

(
A+

m∑
i=1

ujiBi

)
x+ d+

m∑
i=1

ujici,

and ϕ(t, x, u), t ∈ [0, τ ], is the solution of (1.5) with control defined by

u(t) := uj+1 for t ∈

[
j∑
i=0

ti,

j+1∑
i=0

ti

)
and j = 0, . . . , k − 1. (1.16)

We may consider u as a τ -periodic control function when we extend it τ -periodically to
R. Since an element g ∈ Sτ is determined by a τ -periodic control u, we may write it
as g(u). The principal fundamental solution of ẋ(t) = A(u(t))x(t) corresponding to u

is Φu(t, s). Observe that u also determines an element of the system semigroup of this
bilinear homogeneous system.

We note the following simple but important lemma.

Lemma 1.4.1. Let g(u) ∈ Sτ . Then g(u)x = x for some x ∈ Rn if and only if the
inhomogeneous τ -periodic differential equation

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)(Bix(t) + ci) + d = A(u(t))x(t) + Cu+ d

has a τ -periodic solution with initial value x(0) = x. This solution is unique if and only
if 1 6∈ spec(Φu(τ, 0)).

Proof. The first assertion is clear by the definitions. The second assertion follows from
Proposition 1.2.1(i).

Next we use Lemma 1.3.4 for a result on spectral properties for elements in the interior
of the system semigroup.

Lemma 1.4.2. Let g(u0) ∈ Sσ ∩ int(S) for some σ > 0 with 1 6∈ spec(Φu0(σ, 0)) and
suppose that there is g(v) ∈ Sτ ∩ int(S) with τ > 0 and 1 ∈ spec(Φv(τ, 0)).
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Then there exist τ1 > 0, g(u1) ∈ Sτ1 ∩ int(S) and a continuous path

p : [0, 1] −→ int(S)

α 7−→ p(α) = g(uα)

where the uα are τα-periodic controls with g(uα) ∈ Sτα ∩ int(S) for α ∈ [0, 1], p(0) = g(u0)

and p(1) = g(u1) and the following properties hold:
The principal fundamental matrix Φα(t, s) of ẋ(t) = A(uα(t))x(t) satisfy :

(i) 1 6∈ spec(Φα(τα, 0)) for α ∈ [0, 1);

(ii) and 1 ∈ spec(Φu1(τ1, 0)).

The matrices Φα(t, s), the periods τα as well as the controls uα ∈ L2(0, σ+ τ 1;Rm) depend
continuously on α. The numbers τα as well as the matrices Φuα(τα, 0) depend in a piecewise
analytic way on α.

Proof. By Lemma 1.3.4 there is a continuous path p1 : [σ, 2σ + τ ]→ [0,∞)× int(S) with
p1(σ) = (σ, g(u0)) and p1(2σ + τ) = (τ, g(v)), such that

p1(α) =

{
(α, gα) for α ∈ [σ, σ + τ ]

(2σ + 2τ − α, g2σ+2τ−α) for α ∈ (σ + τ, 2σ + τ ]

with gα ∈ Sα ∩ int(S) for α ∈ [σ, σ + τ ] and g2σ+2τ−α ∈ S2σ+2τ−α ∩ int(S) for α ∈
(σ + τ, 2σ + τ ] . The construction in the proof of Lemma 1.3.4 shows that gα = g(uα)

with controls uα depending continuously on α as elements in L2([0, σ + τ ];Rm). Hence
also

A(uα(·)) = A+
m∑
i=1

uαi (·)Bi ∈ L2(0, σ + τ ;Rn×n)

depends continuously on α. The principal fundamental matrices Φα(t, s) are given by

Φα(t, s) = I +

∫ s

0

A(uα(s′))Φα(t, s′)ds′.

Gronwall’s lemma implies that these matrices also depend continuously on α, uniformly
in t and s on bounded intervals, since

Φα(t, s)− Φβ(t, s)

=

∫ s

0

[
A(uα(s′))Φα(t, s′)− A(uβ(s′))Φβ(t, s′)

]
ds′

=

∫ s

0

[
A(uα(s′))− A(uβ(s′))

]
Φα(t, s′)ds′

+

∫ s

0

A(uβ(s′))
[
Φα(t, s′)ds′ − Φβ(t, s′)

]
ds′,
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implying

∥∥Φα(t, s)− Φβ(t, s)
∥∥ ≤ ∫ s

0

∥∥A(uα(s′))− A(uβ(s′))
∥∥2
ds′
∫ s

0

‖Φα(t, s′)‖2
ds′

+ t max
s′∈[0,s]

∥∥A(uβ(s′))
∥∥ max
s′∈[0,s]

∥∥Φα(t, s′)ds′ − Φβ(t, s′)
∥∥ .

Thus also the eigenvalues of Φα(t, 0) depend continuously on α. Then one of the following
two cases occurs:

(i) There is α0 ∈ [σ, σ + τ ] such that 1 ∈ spec(Φα0(α0, 0)) and 1 6∈ spec(Φα(α, 0)) for
all α ∈ [0, α0). It follows that for every α ∈ [0, α0) there is a unique α-periodic solution
of the corresponding equation in (1.5).

(ii) There is α0 ∈ [σ + τ, 2σ + τ) such that 1 ∈ spec(Φ2σ+2τ−α0(2σ + 2τ − α0, 0)) and

1 6∈ spec(Φα(α, 0)) for all α ∈ [0, σ + τ ] and

1 6∈ spec(Φ2σ+2τ−α(2σ + 2τ − α, 0)) for all α ∈ [σ + τ, α0).

Here one finds as in case (i) unique periodic solutions.
Reparametrizing the path so that p(1) = g(uα0) one obtains the continuous path p.

Finally, Remark 1.3.5 shows that in the intervals where the control uα is constant, it
depends in an analytic way on α. This also follows for the periods τα and the principal
fundamental matrix Φα(τα, 0).

Lemma 1.4.3. Consider, for k = 0, 1, . . . , the differential equations

ẋ(t) = A
(
uk(t)

)
x(t) + Cuk(t) + d

and suppose that

(i) the control uk is τ k-periodic with τ k → τ 0 > 0 and uk → u0 in L2([0, τ 0 + 1];Rm);

(ii) the principal fundamental solutions of ẋ(t) = A(uk(t))x(t) satisfy 1 ∈ spec(Φ0(τ 0, 0))

and 1 6∈ spec(Φk(τ k, 0)) for k = 1, 2, . . . ;

(iii)
∫ τ0

0
Φ0(τ 0, s) (Cu0(s) + d) ds 6∈ Im(I − Φ0(τ 0, 0)).

Then, for k = 1, 2, . . . the initial values xk of the unique τ k-periodic solutions determined
by

(I − Φk(τ k, 0))xk =

∫ τk

0

Φk(τ k, s)
(
Cuk(s) + d

)
ds,

satisfy for k →∞

∥∥xk∥∥→∞ and
xk

‖xk‖
→ ker(I − Φ0(τ 0, 0)) = E(Φ0(τ 0, 0); 1). (1.17)
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Proof. As in Lemma 1.4.2, one shows that the principal fundamental solutions Φk(t, s)

of ẋ(t) = A(uk(t))x(t) satisfy Φk(τ k, 0) → Φ0(τ 0, 0) for k → ∞. Assume, by way of
contradiction, that xk remains bounded, hence we may suppose that there is x0 ∈ Rn

with xk → x0, if necessary we consider a subsequence. Then it follows from uk → u0 in
L2([0, τ 0 + 1];Rm) that

(I − Φ0(τ 0, 0))x0 =

∫ τ0

0

Φ0(τ 0, s)
(
Cu0(s) + d

)
ds,

contradicting assumption (iii). We have shown that xk becomes unbounded for k → ∞.
Since Cuk(·) + d remains bounded in L2([0, τ 0 + 1];Rn), we get

(I − Φk(τ k, 0))
xk

‖xk‖
=

1

‖xk‖

∫ τk

0

Φk(τ k, s)
(
Cuk(s) + d

)
ds→ 0.

Then (1.17) follows.

The next lemma describes the case where assumption (iii) above not valid.

Lemma 1.4.4. Consider for a τ0-periodic control u0

ẋ(t) = A(u0(t))x(t) + Cu0(t) + d, (1.18)

and suppose that the principal fundamental matrix Φu0(t, s) satisfy 1 ∈ spec(Φ(τ0, 0)) and
for some y0 ∈ Rn

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds = (I − Φu0(τ0, 0))y0.

Then the nontrivial affine subspace Y = y0 + ker(I − Φu0(τ0, 0)) = y0 + E(Φu0(τ0, 0); 1)

has the property that there is a τ0-periodic solution of (1.18) starting in y if and only if
y ∈ Y, and there are xk ∈ Y, k ∈ N, satisfying for k →∞ the conditions in (1.17).

Proof. Let y ∈ Y be so y = y0 + z with z ∈ ker(I − Φu0(τ0, 0)). We have

y = Φu0(τ0, 0)y0 +

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds+ z

= Φu0(τ0, 0)y0 +

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds+ Φu0(τ0, 0)z

= Φu0(τ0, 0)(y0 + z) +

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds

= Φu0(τ0, 0)y +

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds.

Thus there is a τ0-periodic solution of (1.18) starting in y. On the other hand, if there is
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a τ0-periodic solution of (1.18) starting in y then

y = Φu0(τ0, 0)y +

∫ τ0

0

Φu0(τ0, s)
(
Cu0(s) + d

)
ds

= Φu0(τ0, 0)y + (I − Φu0(τ0, 0))y0

= y0 + Φu0(τ0, 0)(y − y0),

that is, y ∈ Y.
For the second assertion choosing xk := y0 +kz, k ∈ N, where 0 6= z ∈ E(Φu0(τ0, 0); 1).

Then xk satisfies ‖y0 + kz‖ → ∞ for k →∞ and

xk

‖xk‖
=

y0 + kz

‖y0 + kz‖
→ z

‖z‖
∈ E(Φu0(τ

0, 0); 1).
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Chapter 2

Control sets for homogeneous bilinear
systems

In this chapter we cite several results on control sets and chain control sets for homo-
geneous bilinear control systems defined on Rn, many of these results were obtained from
results valid for bilinear systems defined in the unit sphere Sn−1 or in the projective space
Pn−1. Section 2.1 we recall the definition of semitopologically conjugated systems, and
associate a bilinear system in Rn with bilinear systems in the sphere and in the projective
space. Section 2.2 we present the results on control sets for bilinear systems in Rn, analyze
the relations between the control sets for bilinear systems on Rn, and control sets for the
projected systems on the unit sphere Sn−1 and also we analyze the relations between the
control sets for the projected systems on projective space Pn−1 and the system on the unit
sphere Sn−1.

2.1 Projected system

The following process will be very useful for our work: From an homogeneous bilinear
control system in Rn we associate a control system in the unit sphere Sn−1, or in projective
space Pn−1, so that properties of the homogeneous bilinear control system can be obtained
from these, so we consider the following definition.

The results of this section can be found in Kawan [30], and presented here for ease of
understanding.

Definition 2.1.1. Consider two control systems

ẋ(t) = F (x(t), u(t)), u ∈ U (2.1)

and

ẏ(t) = G(y(t), v(t)) v ∈ V (2.2)
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on smooth manifolds M and N, with trajectories ϕ and ψ and with control ranges U
and V, respectively, where F and G are complete vector fields and U and V denote the
corresponding families of admissible control functions. Let π : M −→ N and h : U −→ V
be continuous maps such that the following identity is holds:

π (ϕ(t, x, u)) = ψ(t, π(x), h(u)), ∀ (t, x, u) ∈ R×M × U .

Then we say that the system (2.1) is topologically semiconjugate to system (2.2),
and we call the pair (π, h) a topological semiconjugacy. If π is a homeomorphism and
h is homeomorphism, then the systems are called topologically conjugate and (π, h) is
called a topological conjugacy from system (2.1) to system (2.2).

Given a bilinear system defined on Rn we will consider topologically conjugated sys-
tems defined in projective space or in unit sphere, so we recall here their differentiable
structures.

Recall that Pn−1 = (Rn \ {0})/ ∼, where ∼ is the equivalence relation x ∼ y if y = λx

for some λ 6= 0. Furthermore, an atlas of Pn−1 is given by n charts (Ui, ψi), where Ui is
the set of equivalence classes [x1 : · · · : xn] with xi 6= 0 (the homogeneous coordinates)
and ψi : Ui → Rn−1 is defined by

ψi([x1 : · · · : xn]) =

(
x1

xi
, . . . ,

x̂i
xi
, . . . ,

xn
xi

)
,

where the hat means that the i-th entry is missing.
The unit sphere is Sn−1 = {x ∈ Rn+1 | ‖x‖ = 1} an atlas of Sn−1 is given by 2n charts

(U±i , ψ
±
i ), where U+

i = {(x1, . . . , xn) ∈ Sn−1 | xi > 0}, U−i = {(x1, . . . , xn) ∈ Sn−1 | xi < 0}
and ψ±i : U±i → Rn is defined by

ψ±i ((x1, . . . , xn+1)) = (x1, . . . , x̂i, . . . , xn+1),

where the hat means that the i-th entry is missing.
Consider a bilinear control system on Rn

ẋ(t) = A(u)x(t), u ∈ Upc. (2.3)

We regard (2.3) as a control system on Rn \{0}. Consider the radial projection of Rn \{0}
onto the sphere Sn−1 given by

πS : Rn \ {0} −→ Sn−1

x 7−→ πS(x) = x
‖x‖

.

35



It is possible to prove that is πS a smooth submersion with derivative

DπS(x) =
1

‖x‖

(
I − xx>

‖x‖2

)
.

The bilinear system (2.3) is topologically semiconjugate to the follow system on Sn−1

ṡ = G(s, u) = (A(u)− s>A(u)sI)s, (2.4)

which follows from

DπS(x)(A(u)x) =
1

‖x‖

(
I − xx>

‖x‖2

)
A(u)x

=

(
A(u)− xx>A(u)

‖x‖2

)
x

‖x‖

=

(
A(u)x− x(x>A(u)x)

‖x‖2

)
1

‖x‖

=

(
A(u)− x>A(u)x

‖x‖2
I

)
x

‖x‖
=

(
A(u)− πS(x)>A(u)πS(x)I

)
πS(x)

= G(πS(x), u).

In this case, we say that the system (2.3) is projected on the Sn−1 and (2.4) is the
projected system on Sn−1.

We also obtain a homogeneous bilinear control system on projective space Pn−1 topo-
logically semiconjugate to (2.3), considering the projection of Rn\{0} onto the Pn−1 given
by

πP : Rn \ {0} −→ Pn−1

x 7−→ πP(x) = [x]

where [x] = {y ∈ Rn \ {0} | y = λx, for some λ ∈ R \ {0}} .
SinceG(−s, u) = (A(u)−(−s)>A(u)(−s)I)(−s) = −

(
A(u)− s>A(u)sI

)
s = −G(s, u)

and [dπs] = [dπ−s] we have

dπ−s(G(−s, u)) = dπ−s(−G(s, u)) = −dπ−s(G(s, u)) = dπs(G(s, u)).

As the projection satisfies πP(x) = πP(y), for x, y ∈ Sn−1, if and only if x = −y, so the
vector field H([x], u) = dπP[x](G(x, u)) is well defined and the system

˙[x] = H([x], u) = dπP[x](G(x, u)) (2.5)

is topologically semiconjugate to (2.4) and also to (2.3). The system (2.5) is the projected
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system on Pn−1.

The solution of the systems (2.4) and (2.5) are denoted by ϕS(t, s, u) and ϕP(t, [s], u),

respectively, and their positive orbits by SO+(s) and PO+([s]), respectively, similarly to
negative orbit.

Since bilinear control systems as well as their projections to Sn−1 and Pn−1 are analytic,
for these systems, by Lemma 1.1.5, local accessibility is equivalent to the corresponding
accessibility rank condition; cf. Sontag [39, Theorem 12 on p. 179].

2.2 Control sets for bilinear homogeneous system on Rn

In this section we present some results about control sets for homogeneous bilinear
systems in Rn, we relate control sets with nonvoid interior of the projected system to
control sets for homogeneous bilinear systems in Rn.

Consider the construction and notation given in Section 2.1.
We note the following result showing a first relation between control sets for homoge-

neous bilinear control system on Rn and control sets of the projected system. This is a
general result, for semi-conjugacy, but we chose to demonstrate it here in our context to
make it easier to understand.

Proposition 2.2.1. Suppose that D ⊂ Rn \{0} is a control set of system (2.3). Then the
projection πP(D) to projective space Pn−1 is contained in a control set PD for the projected
system (2.5) on Pn−1, and the projection πS(D) to the unit sphere Sn−1 is contained in
a control set SD for projected system (2.4) on Sn−1. If D has nonvoid interior, then also

PD and SD have nonvoid interiors.

Proof. Let D be a control set of the system (2.3) and πS(x) ∈ πS(D). As D is a control set
there is u ∈ Upc such that ϕ(t, x, u) ∈ D for all t ≥ 0, since πS(ϕ(t, x, u)) = ϕS(t, πS(x), u),

so the solution ϕS(t, π(x), u) ∈ πS(D) for all t ≥ 0. If y = ϕ(t, x, u) for some u ∈ Upc and
t ≥ 0, then πS(y) = ϕS(t, π(x), u), thus πS (O+(x)) ⊂ SO+(πS(x)). As πS is continuous
πS

(
O+(x)

)
⊂ SO+(πS(x)), so πS(D) ⊂ SO+(πS(x)). Therefore, πS(D) is contained in

some control set of projected system (2.4).
For the case of πP is analogous. Since the projections πS and πP are open the second

statement follows.

Viewed from another angle, this proposition shows that each control set of homoge-
neous bilinear system (2.3) is contained in a cone of the form {αs ∈ Rn | α > 0, s ∈ SD},
where SD is a control set of projected system (2.4). Now we will see some hypotheses that
guarantee that these cones are control sets for the homogeneous bilinear system. This
result is based on a Diophantine approximation result used for Lemma 2.2.3.

Theorem 2.2.2. Let SD be a control set with nonvoid interior for the projected system
(2.4) on the unit sphere Sn−1 and suppose that
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(i) every point in int (SD) is locally accessible;

(ii) there are α+
0 > 1, δ0 > 0, and α− ∈ (0, 1), such that for all α+ ∈ (α+

0 , α
+
0 + δ0) there

are points s+, s− ∈ int (SD) , controls u+, u− ∈ U , and times σ+, σ− > 0 with

ϕ(σ+, s+, u+) = α+s+, ϕ(σ−, s−, u−) = α−s−. (2.6)

Then the cone {αs ∈ Rn | α > 0, s ∈ SD} is a control set of the homogeneous bilinear
system (2.3) on Rn with nonvoid interior.

The proof of Theorem 2.2.2 will show that we can replace assumption (ii) by the
following assumption:

(ii)’ there are α+ > 1, δ0 ∈ (0, 1), and α−0 ∈ (0, 1− δ0) such that for all α− ∈ (α−0 , α
−
0 +

δ0) there are points s+, s− ∈ int (SD) , controls u+, u− ∈ U , and times σ+, σ− > 0 satisfying
(2.6) .

Now, let’s go through the proof of the Theorem 2.2.2.

Proof. Considering (2.6) the Property 1.1.6 (iv) implies for the projected system on Sn−1

ϕS
(
σ+, s+, u+

)
= s+, (2.7)

ϕS
(
σ−, s−, u−

)
= s−.

Hence we get periodic solutions, by Colonius and Kliemann [13, Chapter 3, Proposition
3.2.2], ϕS (·, s+, u+) , ϕS (·, s−, u−) ∈ int (SD) ⊂ Sn−1.

Step 1. Let s0 ∈ int (SD) and l := {αs0 ∈ Rn | α > 0}. Then for every x0 ∈ l we have
l ⊂ O+(x0).

For the proof of this claim, consider arbitrary points x0 = α0s0, x1 = α1s0 ∈ l. The
strategy is to steer the system from s0 to s+, then to go k times through the periodic
trajectory for u+, then to steer the system to s−, go ` times through the periodic trajectory
for u−, and finally steer back the system to s0. The numbers k, ` ∈ N will be adjusted
such that the corresponding trajectories in Rn starting in x0 approach x1.

By local accessibility in int (SD) there are times τ1, τ2, τ3 > 0 and controls v1, v2, v3 ∈ U
with

ϕS
(
τ1, s0, v

1
)

= s+,

ϕS
(
τ2, s

+, v2
)

= s−,

ϕS
(
τ3, s

−, v3
)

= s0.

One finds for the system in Rn numbers β1, β2, β3 > 0 with

ϕ(τ1, x0, v
1) = ϕ(τ1, α0s0, v

1) = β1s
+, ϕ(τ2, s

+, v2) = β2s
−, ϕ(τ3, s

−, v3) = β3s0.
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Now define for k, ` ∈ N a control function wk,` by

wk,`(t) = v1(t) for t ∈ [0, τ1],

wk,`(t) = u+(t− (τ1 + (i− 1)σ+)) for t ∈ (τ1 + (i− 1)σ+, τ1 + iσ+], i = 1, . . . , k,

wk,`(t) = v2(t− (τ1 + kσ+)) for t ∈ (τ1 + kσ+, τ1 + kσ+ + τ2],

wk,`(t) = u−(t− (τ1 + kσ+ + τ2 + (i− 1)σ−))

for t ∈ (τ1 + kσ+ + τ2 + (i− 1)σ−, τ1 + kσ+ + τ2 + iσ−], i = 1, . . . , `,

wk,`(t) = v3(t− (τ1 + kσ+ + τ2 + `σ−)),

for t ∈ (τ1 + kσ+ + τ2 + `σ−, τ1 + kσ+ + τ2 + `σ− + τ3].

The corresponding trajectory on Sn−1 is periodic and satisfies

ϕS
(
τ1 + iσ+, s0, w

k,`
)

= s+ for i = 0, 1, . . . , k,

ϕS
(
τ1 + kσ+ + τ2 + iσ−, s0, w

k,`
)

= s− for i = 0, 1, . . . , `,

ϕS
(
τ1 + kσ+ + τ2 + `σ− + τ3, s0, w

k,`
)

= s0.

For ϕS
(
τ1 + iσ+, s0, w

k,`
)
one has

ϕS
(
τ1 + iσ+, s0, w

k,`
)

= ϕS
(
iσ+, ϕS

(
τ1, s0, v

1
)
, u+(t− (τ1 + (i− 1)σ+))

)
= ϕS

(
iσ+, s+, u+(t− (τ1 + (i− 1)σ+))

)
= ϕS

(
(i− 1)σ+, s(σ+, s+, u+(t− (τ1 + (i− 1)σ+))) ,

u+(t− (τ1 + (i− 2)σ+))
)

= ϕS
(
(i− 1)σ+, s+, u+(t− (τ1 + (i− 2)σ+))

)
=

...

= s+,

in which to conclude this we use assumption (2.7) and the cocycle property (1.2). The
other statements follow using the same properties.

For the corresponding trajectory on Rn one finds, using (1.7)

ϕ(τ1 + iσ+, x0, w
k,`) =

(
α+
)i
β1s

+ for i = 0, 1, . . . , k,

ϕ(τ1 + kσ+ + τ2 + iσ−, x0, w
k,`) =

(
α−
)i
β2

(
α+
)k
β1s
− for i = 0, 1, . . . , `,

ϕ(τ1 + kσ+ + τ2 + `σ− + τ3, x0, w
k,`) = β3

(
α−
)`
β2

(
α+
)k
β1s0.

Recall that our goal is to reach x1 = α1s0 approximately. Fixed α− we can consider the
map (α0, α0 + δ0) −→ R given by α 7−→ log(α)

log((α−)−1)
, this map is continuous and increasing,

so its range is an interval, thus we can choose α+ ∈ (α+
0 , α

+
0 + δ0) such that log(α+)

log((α−)−1)
is
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irrational, so − logα−

logα+ is irrational.
We apply Lemma 2.2.3 with a = α+, b = (α−)

−1 and c = α1 (β3β2β1)−1 . Thus for
every ε > 0 there are k, ` ∈ N with∣∣∣(α+

)k (
α−
)` − α1 (β3β2β1)−1

∣∣∣ < ε,

hence for all ε > 0 there are k, ` ∈ N with∣∣∣β3β2β1

(
α+
)k (

α−
)` − α1

∣∣∣ < ε.

With that we have

‖ϕ(τ1 + kσ+ + τ2 + `σ− + τ3, x0, w
k,`)− α1s0‖

= ‖β3β2β1

(
α+
)k (

α−
)`
s0 − α1s0‖

= |β3β2β1

(
α+
)k (

α−
)` − α1|‖s0‖

< ε‖s0‖.

Since ε > 0 is arbitrary, it follows that ‖ϕ(τ1 + kσ+ + τ2 + `σ− + τ3, x0, w
k,`) − α1s0‖

converges to zero, that is, the sequence
(
ϕ(τ1 + kσ+ + τ2 + `σ− + τ3, x0, w

k,`)
)
converges

to α1s0. Therefore, x1 = α1s0 ∈ O+(x0).

Step 2. If x1, x2 ∈ {αs ∈ Rn | α > 0, s ∈ SD}, then x2 ∈ O+(x1).

Recall SO+(s) is the positive orbit of s in the system (2.4).
Let x1, x2 ∈ {αs ∈ Rn | α > 0, s ∈ SD}, hence there are α1, α2 > 0 and s1, s2 ∈ SD

with x1 = α1s1 and x2 = α2s2.

As s0 ∈ int(SD) by assumption (i) and Lemma 1.1.8 (i) there are a control u1 and
a time t1 ≥ 0 with ϕS(t1, s1, u1) = s0, hence ϕ(t1, x1, u1) = γ1s0 ∈ l for some γ1 > 0.

Since s2 ∈ SO+(s0) one finds, for ε > 0, a control uε and a time tε ≥ 0 such that, for
sε := s(tε, s0, uε),

‖sε − s2‖ < ε/α2 and ‖α2sε − x2‖ = ‖α2sε − α2s2‖ < ε.

The trajectory in Rn satisfies ϕ(tε, s0, uε) = γεsε for some γε > 0. By (1.7) it follows that

ϕ

(
tε,
α2

γε
s0, uε

)
=
α2

γε
γεsε = α2sε,

that is ∥∥∥∥ϕ(tε, α2

γε
s0, uε

)
− α2s2

∥∥∥∥ < ε,

thus the sequence
(
ϕ
(
tε,

α2

γε
s0, uε

))
converges to α2s2 = x2 when ε → 0. Step 1 implies
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that l ⊂ O+(γ1s0), thus α2s2 ∈ l ⊂ O+(γ1s0), as γ1s0 ∈ O+(x1) follow that x2 = α2s2 ∈
O+(x1).

Step 3. We have shown that the cone D′ := {αs ∈ Rn | α > 0, s ∈ SD} is a set of
complete approximate controllability (property (ii) of the Definition 1.1.7).

Suppose there are D” a set of approximate controllability in Rn such that D′ ⊂ D”

so SD = πS(D
′) ⊂ πS(D”), but any set of approximate controllability in Rn projects

to a set of approximate controllability in Sn−1, and SD is a maximal set of approximate
controllability, then πS(D”) = SD, so D” ⊂ π−1

S ( SD) = D′.

Finally, for every point x ∈ D′ there is a control u with ϕ(t, x, u) ∈ D′ for all t ≥ 0,

since this holds in SD. Hence the cone D′ is a control set and it has a nonvoid interior.

Note that in the Proposition 2.2.1 the projection of each control set D of the homoge-
neous bilinear control system (2.3) is contained in some control set SD for the projected
system in Sn−1, so D is contained in the cone {αs ∈ Rn | α > 0, s ∈ SD}, but as we will
see ahead, the cone may not be a control set.

Step 1 in the proof above is based on the following lemma which uses a Diophantine
approximation property, also known as Kronecker’s theorem.

Lemma 2.2.3. Let a, b, c be real numbers with a, b > 1, c > 0, and log b
log a
∈ R \Q. Then for

every δ > 0 there are k, ` ∈ N such that
∣∣akb−` − c∣∣ < δ.

Proof. Since the logarithm is continuously invertible, it enough to show that for every
ε > 0 there are k, ` ∈ N with

ε >
∣∣log(akb−`)− log c

∣∣ .
In fact, it is enough to take ε = log

(
δ
c

+ 1
)
to obtain the inequality of the lemma.

Then we need to show the above inequality. Note that

ε >
∣∣log(akb−`)− log c

∣∣ = |k log a− ` log b− log c| ,

or, dividing by log a > 0, ∣∣∣∣k − ` log b

log a
− log c

log a

∣∣∣∣ < ε

log a
.

We use the following Diophantine approximation result which is due to Tchebychef [40,
Théorème, p. 679]: For any irrational number α and any β ∈ R the inequality

x |y − αx− β| < 2

has an infinite number of solutions in x ∈ N, y ∈ Z. Observe that here also y ∈ N if α > 0,
since then sgn(y) = sgn(αx) = sgn(x) = 1. For an application to the problem above, let
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α = log b
log a

> 0, β = log c
log a

, x = `, y = k. One obtains that

`

∣∣∣∣k − ` log b

log a
− log c

log a

∣∣∣∣ < 2

has an infinite number of solutions k, ` ∈ N. Choosing ` large enough such that 2 log a
`

< ε

and dividing by ` one gets, as desired,∣∣∣∣k − ` log b

log a
− log c

log a

∣∣∣∣ < 2

`
<

ε

log a
.

The Diophantine approximation result used above is closely related to a theorem
due to Minkowski on inhomogeneous linear Diophantine approximation; cf. Cassels, [10,
Theorem I in Chapter III]. Here the existence of integers x, y solving x |y − αx− β| < 1

4

is established, but not the existence of infinitely many pairs x, y with this property, as
required for the proof above.

Remark 2.2.4. Suppose that for a control set SD on the unit sphere, every point in the
interior is locally accessible and there are control values u± ∈ int (Ω) such that A(u+) has
an eigenvalue λ+ > 0 and A(u−) has an eigenvalue λ− < 0 with eigenspaces satisfying
E(λ±) ∩ int (SD) 6= ∅. Then assumption (ii) of Theorem 2.2.2 holds. In fact, all points
s± ∈ E(λ±)∩int (SD) are equilibria for the induced system on Sn−1 with A(u±)s± = λ±s±.

This implies for all σ± > 0 and the constant controls u± ∈ Ω that

ϕ(σ+, s+, u+) = α+
0 s

+ with α+
0 := eλ

+σ+

> 1,

ϕ(σ−, s−, u−) = α−s− with α− := eλ
−σ− < 1.

This follows, since the solutions of ẋ = A(u±)x, x(0) = s±, are given by

ϕ(t, s±, u±) = eA(u±)ts± = eλ
±ts±.

Varying σ+, we get that ϕ(σ+, s+, u+) = α+s+ for all α+ ∈ (α+
0 , α

+
0 +δ0) and some δ0 > 0.

The following two examples illustrate Theorem 2.2.2. We consider problems in R2

where the induced system on the unit circle is not locally accessible. First let A be given

in Jordan normal form A =

[
λ1 0

0 λ2

]
and let the matrices B1 and B2 be diagonal. The

situation is a bit more complicated than in Remark 2.2.4, since the intersections of the
relevant eigenspaces with the unit sphere yield boundary points of the control set SD.
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Example 2.2.5. Consider a system of the form[
ẋ

ẏ

]
=

([
λ1 0

0 λ2

]
+ u(t)

[
b11 0

0 b21

]
+ v(t)

[
b12 0

0 b22

])[
x

y

]
,

with λ1, λ2 ∈ R and control values (u(t), v(t)) ∈ Ω ⊂ R2. This can be written as[
ẋ

ẏ

]
=

[
λ1 + b11u+ b12v 0

0 λ2 + b21u+ b22v

][
x

y

]
= A(u, v)

[
x

y

]
.

For all (u, v) ∈ Ω the eigenvalues µ1(u, v) = λ1 +b11u+b12v and µ2(u, v) = λ2 +b21u+b22v

of A(u, v) have the eigenspaces R×{0} and {0}×R, respectively. We are going to impose
some conditions, under which the Theorem 2.2.2 is valid. Assume that there are control
values satisfying

(a) (u1, v1), (u2, v2) ∈ Ω with

µ1(u1, v1) > 0, µ2(u1, v1) < 0 and µ1(u2, v2) < 0, µ2(u2, v2) > 0. (2.8)

(b) (u3, v3) ∈ Ω with
µ1(u3, v3) = 0 and µ2(u3, v3) > 0. (2.9)

(c) (u4, v4) ∈ Ω with
µ1(u4, v4) = 0 and µ2(u4, v4) < 0. (2.10)

For (u1, v1) the eigenspace R×{0} is attracting and for (u2, v2) the eigenspace {0}×R
is attracting. One easily verifies that on the unit circle S1 there are four open and invariant
control sets SDi, i = 1, . . . , 4, with nonvoid interior on the unit sphere separated by the
four points in the intersection of the eigenspaces R× {0} and {0} × R with S1. The four
points in this intersection are invariant for all (u, v), hence they are not locally accessible,
while every point in the control sets is locally accessible.

Let τ1 > 0, and define τ2 := τ1
µ1(u1,v1)−µ2(u1,v1)

µ2(u3,v3)
> 0 and

(u+(t), v+(t)) :=

{
(u1, v1) for t ∈ [0, τ1]

(u3, v3) for t ∈ (τ1, τ2 + τ1]
.
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Fix a point s+ ∈ SDi. Then it follows that

ϕ(τ2 + τ1, s
+, u+, v+) = ϕ(τ2, ϕ(τ1, s

+, u1, v1), u3, v3)

=

[
e0 0

0 eτ2µ2(u3,v3)

][
eτ1µ1(u1,v1) 0

0 eτ1µ2(u1,v1)

]
s+

= eτ1µ1(u1,v1)s+.

Since τ1 > 0 is arbitrary, the first equality in (2.6) holds with σ+ = τ2 + τ1 and α+ =

eτ1µ1(u1,v1) > 1.

Analogously, fix a point s− ∈ SDi. Define, with τ1 > 0 and τ3 := τ1
µ1(u2,v2)−µ2(u2,v2)

µ2(u4,v4)
> 0

the control function

(u−(t), v−(t)) =

{
(u2, v2) for t ∈ [0, τ1]

(u4, v4) for t ∈ (τ1, τ3 + τ1]
.

Then it follows that

ϕ(τ3 + τ1, s
−, u−, v−) = ϕ(τ3, ϕ(τ1, s

−, u2, v2), u4, v4)

=

[
e0 0

0 eτ3µ2(u4,v4)

][
eτ1µ1(u2,v2) 0

0 eτ1µ2(u2,v2)

]
s−

= eτ1µ1(u2,v2)s−.

Thus also the second equality in (2.6) holds with σ− = τ3 + τ1 and α− = eτ1µ1(u2,v2) < 1.

Now Theorem 2.2.2 implies that there are four control set in R2 given by the interiors of
the four quadrants.

Observe that conditions (2.8), (2.9), and (2.10) are satisfied in the simple example

with A(u, v) =

[
u 0

0 v

]
and Ω = [−1, 1]× [−1, 1]. Then µ1(u, v) = u, µ2(u, v) = v, and

one may choose

(u1, v1) = (1,−1), (u2, v2) = (−1, 1), (u3, v3) = (0, 1) and (u4, v4) = (0,−1).

The next example shows that the situation is quite different if A is a two-dimensional
Jordan block; in particular, for scalar controls is suffice to verify assumption (2.6) in
Theorem 2.2.2 for a control set SD 6= S1.

Example 2.2.6. Consider[
ẋ

ẏ

]
=

([
λ 1

0 λ

]
+ u(t)

[
b11 b12

0 b11

])[
x

y

]
,
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with λ ∈ R and u(t) ∈ Ω. The system can be written as[
ẋ

ẏ

]
=

[
λ+ b11u 1 + b12u

0 λ+ b11u

][
x

y

]
= A(u)

[
x

y

]
.

For all u ∈ Ω the eigenvalue µ(u) = λ+ b11u has the eigenspace R×{0}. The intersection
of the unit circle with the eigenspace is given by {(1, 0)>, (−1, 0)>}, which are fixed under
any control for the projected system. Suppose that b12 6= 0 and Ω contains the two points
u1 := 0 and u2 := −2/b12, and write µ1 = µ(u1) = λ and µ2 = µ(u2) = λ− 2 b11

b12
. Thus we

consider the two differential equations[
ẋ

ẏ

]
=

[
µ1 1

0 µ1

][
x

y

]
and

[
ẋ

ẏ

]
= −

[
−µ2 1

0 −µ2

][
x

y

]
. (2.11)

The solutions of (2.11) are given by

ψ1(t, x0, y0) = eµ1t

[
x0 + ty0

y0

]
and ψ2(t, x0, y0) = eµ2t

[
x0 − ty0

y0

]
,

respectively. For the projected systems on the unit circle the trajectory on the upper half-
plane of the first equation tends for t → ∞ to (1, 0) and for t → −∞ to (−1, 0). The
trajectory for the second equation moves in the opposite direction. This proves that the
open upper semicircle on S1 is an invariant control set SD1. Analogously, also the open
lower semicircle on S1 is an invariant control set SD2.

In order to verify the conditions in (2.6) fix a point s+ ∈ SD1. Let τ > 0 and define

u+(t) =

{
u1 for t ∈ [0, τ ]

u2 for t ∈ (τ, 2τ ]
.

It follows that
ϕ(2τ, s+, u+) = ψ2(τ, ψ1(τ, s+)) = eµ2τ+µ1τs+.

Then α+ = eµ2τ+µ1τ > 1 if and only if µ2 +µ1 = 2λ−2 b11
b12

> 0, i.e., λ > b11
b12
. Similarly, we

can find conditions for α− < 1. The control sets on the unit sphere do not change if we
add a third control value u3 which will be specified in a moment. Repeating the derivation
above, we find with µ3 := µ(u3) that α− := eµ3τ+µ2τ < 1 if and only if µ3 + µ2 =

λ+ b11u3 + λ− 2 b11
b12

< 0. This is equivalent to

u3b11 < 2
b11

b12

− 2λ. (2.12)

We conclude that condition (2.6) holds if λ > b11
b12

for Ω = {u1, u2, u3} with u1 = 0

and u2 = − 2
b12
, and u3 satisfying (2.12). Then there are two invariant control sets with
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nonvoid interior in R2 given by the open upper and lower half-planes. Observe that these
conditions hold, e.g., for

λ = 1, b11 = 1, b12 = 2, and u1 = 0, u2 = −1, u3 < −1.

Next we impose stronger assumptions on the homogeneous bilinear control system
(1.6). Suppose that the accessibility rank condition holds on all of Pn−1,

dimLA{H(·, u);u ∈ Ω}(p) = n− 1 for all p ∈ Pn−1. (2.13)

Then by Colonius and Kliemann [13, Theorem 7.1.1] there are k0 control sets with nonvoid
interior in Pn−1 denoted by PD1, . . . , PDk0 , 1 ≤ k0 ≤ n. Exactly one of these control sets
is an invariant control set.

Remark 2.2.7. Braga Barros and San Martin [7] use the classification of semisimple
Lie groups acting transitively on projective space Pn−1 (cf. Boothby and Wilson [6]) to
determine the number k0 ∈ {1, . . . , n} of control sets PDi in projective space (it is either
equal to n, n/2, or n/4).

The proof of the next proposition uses arguments from Bacciotti and Vivalda [3,
Proposition 2].

Proposition 2.2.8. If accessibility rank condition (2.13) holds for the projected system
on Pn−1, it also holds for the projected system on Sn−1.

Proof. For the sake of simplicity we prove the rank condition for the North Pole of Sn−1

given by z̄0 = (0, . . . , 0, 1). By assumption, the rank of the Lie algebra of the system on
Pn−1 is n− 1 on all points of Pn−1. Consider the point x0 = [0 : · · · : 0 : 1] ∈ Pn−1. Thus
there exist n − 1 matrices A1, . . . , An−1 in the Lie algebra generated by the system on
Rn \ {0} such that for the induced vector fields A[1, . . . , A[n−1 in the Lie algebra for the
system on Pn−1 one obtains that the rank of the family

(
A[1(x0), . . . , A[n−1(x0)

)
is n − 1.

Now [3, formula (5)] shows the following formula for the local expression of this family,
which has the form

(
An1 (z0), . . . , Ann−1(z0)

)
with z0 = (0, . . . , 0); let ak1(z̄0), . . . , akn(z̄0)

denote the n components of Akz̄0. Then, for k = 1, . . . , n− 1,

Ank(z0) = (ak1(z̄0), . . . , akn−1(z̄0))> − akn(z̄0)z0 = (ak1(z̄0), . . . , akn−1(z̄0))>.

So Ank(z0) is the vector whose components are equal to the first n− 1 components of the
last column of the matrix Ak.

On the other hand, the projections on Sn−1 of the linear vector fields for the matrices
A1, . . . , An−1 are the vector fields (cf.(2.4))

A◦k(x) = Akx− x>Ax · x, x ∈ Sn−1.
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Thus we get, for k = 1, . . . , n− 1

A◦k(z̄0) = Akz̄0 − z̄>0 Akz̄0 · z̄0 = (ak1(z̄0), . . . , akn−1(z̄0), akn(z0)− z̄>0 Akz̄0)>,

so the n−1 first components of A◦k(z̄0) are equal to the components of Ank(z0). This implies
that the vectors A◦1(z̄0), . . . , A◦n−1(z̄0) are linearly independent.

Next we analyze the relations between the control sets for the projected system (2.5)
on projective space Pn−1 and the system (2.4) on the unit sphere Sn−1.

In the next results we will consider the projection of sphere Sn−1 on the projective
space Pn−1, but it will denoted by πP as the projection of Rn on the projective space Pn−1.

We will frequently use the following elementary facts that follow from (1.7).

Lemma 2.2.9. (i) Let s1, s2 ∈ Sn−1, if s2 ∈ SO+(s1), then −s2 ∈ SO+(−s1).

(ii) If on Pn−1 the point πP(s2) ∈ PO+(πP(s1)), then one of these is valid, s2 ∈ SO+(s1)

or −s2 ∈ SO+(s1).

(iii) If πP(s2) ∈ PO+(πP(s1)), then s2 ∈ SO+(s1) or −s2 ∈ SO+(s1).

Proof. (i) If s2 = ϕS(t, s1, u), so −s2 = −ϕS(t, s1, u) = ϕS(t,−s1, u), so −s1 ∈ O+
S (−s2).

(ii) If πP(s2) = ϕP(t, πP(s1), u) = πP(ϕS(t, s1, u)) then

ϕS(t, s1, u) ∈ π−1
P (πP(s2)) = {−s2, s2}.

Thus on Sn−1 at least one of the points s2 or −s2 can be reached from s1.

(iii) Let (ϕP(tn, πP(s2), un))n∈N be a sequence of points of SO+(πP(s2)) that converges
to s1, when n→∞. By item (ii) sn =: ϕS(tn, s2, un) ∈ {−sn, sn}, thus define

A+ = {sn | ϕS(tn, s2, un) = sn} ,

A− = {sn | ϕS(tn, s2, un) = −sn} ,

in which of these sets has infinite elements. Suppose, without loss of generality, that A+

has infinite elements, then we can consider a subsequence (ϕS(tnk , s2, unk)) of elements A+

which converges to s1. In fact, if V is a neighborhood of s1, so πP(V ) is a neighborhood of
πP(s1), then there are n0 ∈ N such that ϕP(tn, πP(s2), un) ∈ πP(V ) for all n ≥ n0, thus for
all nk ≥ n0 one has ϕS(tnk , s2, unk) ∈ V. As A+ ⊂ SO+(s2) it follows that s1 ∈ SO+(s2).

The proof of the following lemma is modeled after Bacciotti and Vivalda [3, Lemma
3], where controllable systems are analyzed.

Lemma 2.2.10. (i) Let SD be a control set on Sn−1. Then the projection of SD to Pn−1

is contained in a control set PD.
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(ii) Assume that the accessibility rank condition (2.13) on Pn−1 holds and consider a
control set PDi on Pn−1. Suppose that there is s0 ∈ Sn−1 such that πP(s0) ∈ int (PDi)

and −s0 can be reached from s0. Then there exists a control set SD on Sn−1 contain-
ing A := {s ∈ Sn−1 | πP(s) ∈ PDi}.

Proof. Assertion (i) follows similarly to Proposition 2.2.1 .
(ii) Recall that ϕP(t, πP(s), u) denotes the solution of the projected system (2.5) on

the projective space.
For each s ∈ A its projection πP(s) ∈ PDi, as PDi is a control set for the projected

system (2.5), there are a solution such that ϕP(t, πP(s), u) ∈ PDi for all t ≥ 0. Consider
the solution ϕS(t, s, u), and noticed that πP(ϕS(t, s, u)) = ϕP(t, πP(s), u) for all t ≥ 0. Thus
ϕS(t, s, u) ∈ A for all t ≥ 0.

Now let s1, s2 ∈ A. We have to show that s2 ∈ SO+(s1).

From assumption (ii) −s0 ∈ SO+(s0) which implies s0 ∈ SO+(−s0). So by Property
1.1.6, SO+(s0) = SO+(−s0).

Since πP(s1), πP(s2) ∈ PDi it follows that πP(s2) ∈ PO+(πP(s1)), then s2 ∈ SO+(s1) or
−s2 ∈ SO+(s1). In the first case we are done.

In the second case it follows that s2 ∈ SO+(−s1). As πP(s1) ∈ PDi and πP(s0) ∈
int (PDi) , Lemma 1.1.8 implies that πP(s0) ∈ PO+(πP(s1)), hence s0 ∈ SO+(s1) or −s0 ∈
SO+(s1). By above observation −s0, s0 ∈ SO+(s1).

Since πP(s0), πP(s2) ∈ PDi it follows that s2 ∈ SO+(s0) or −s2 ∈ SO+(s0). In any case
we have

s2 ∈ SO+(s0) ⊂ SO+(s1).

We get the following result characterizing the relation between the control sets on
projective space and the control sets on the unit sphere.

Theorem 2.2.11. Suppose that accessibility rank condition (2.13) holds for the projected
system (2.5) on projective space Pn−1. Let PDi i = 1, . . . , k0 all the control sets with
nonvoid interior of the projected system (2.5).

(i) If there is s0 ∈ Sn−1 with πP(s0) ∈ int (PDi) such that −s0 ∈ SO+(s0), then SD :=

{s ∈ Sn−1 | πP(s) ∈ PDi} is the unique control set on Sn−1 which projects to PDi.

(ii) For every control set PDi, i ∈ {1, . . . , k0}, there are at most two control sets SD and

SD
′ on Sn−1 with nonvoid interior such that

{s ∈ Sn−1 | πP(s) ∈ PDi} = SD ∪ SD
′, (2.14)

and SD = − SD
′.

48



(iii) There are k1 control sets with nonvoid interior on Sn−1 denoted by SD1, . . . , SDk1

with 1 ≤ k1 ≤ 2k0 ≤ 2n. At most two of the sets SDi are invariant control sets.

Proof. (i) Suppose that there is πP(s0) ∈ int (PDi) with −s0 ∈ SO+(s0). By Lemma 2.2.10
(ii) there is a control set SD on the unit sphere containing {s ∈ Sn−1 | πP(s) ∈ PDi}, hence
the projection of SD to projective space contains the control set PDi. Using Lemma 2.2.10
(i) one concludes that πP(SD) is contained in some control set of projected system (2.5)
as πP(SD) ∩ PDi 6= ∅. Thus πP(SD) ⊂ PDi, so SD = {s ∈ Sn−1 | πP(s) ∈ PDi}.

(ii) Fix a point s0 ∈ Sn−1 with πP(s0) ∈ int (PDi) and define

A+ :=
{
s ∈ Sn−1

∣∣ πP(s) ∈ PDi and s ∈ SO+(s0) ∩ SO−(s0)
}
,

A− :=
{
s ∈ Sn−1

∣∣ πP(s) ∈ PDi and − s ∈ SO+(s0) ∩ SO−(s0)
}
.

First we will prove that these sets are contained in some control set.
In fact, for each s ∈ A+, s ∈ O+

S (s0)∩O−S (s0), so there are control functions u, v ∈ Upc,
and times tu, tv ≥ 0 such that ϕS(tu, s, u) = s0 and ϕS(tv, s0, v) = s. Consider (tu + tv)-
periodic control w given by

w(t) =

u(t), if t ∈ [0, tu)

v(tu − t), if t ∈ [tu, tu + tv].

Thus ϕS(tu + tv, s, w) = s and ϕS(tu + tv, s0, w) = s0, so ϕS(t, s, w) ∈ A+ for all t ≥ 0.

Moreover, s0 ∈ SO+(s) then SO+(s0) ⊂ SO+(s) and A+ ⊂ O+
S (s0) ∩ O−S (s0) ⊂ O+

S (s0) ⊂
O+

S (s), this proves the claim. The same arguments prove that A− is contained in some
control set SD

′.

Now we will prove that there are at most two control sets on Sn−1 which projects to

PDi.

We have PDi = PO+(πP(s0)) ∩ PO−(πP(s0)). Moreover, by Lemma 1.1.8 every point
πP(s) ∈ int(PDi) satisfies πP(s) ∈ PO+(πP(s0)), so πP(s) ∈ PO+(πP(s0)) ∩ PO−(πP(s0)).

Therefore, for each s ∈ Sn−1 with πP(s) ∈ int (PDi) satisfies one of those statements:

s ∈ PO+(s0) and −s ∈ SO−(s0)

−s ∈ PO+(s0) and s ∈ SO−(s0)

s ∈ PO+(s0) and s ∈ SO−(s0)

−s ∈ PO+(s0) and −s ∈ SO−(s0).

If there is s ∈ SO+(s0) with −s ∈ SO−(s0), then s ∈ SO−(−s0), which implies −s0 ∈
SO+(s0). The assertion follows by item (i). The same arguments can be applied if there is
s with −s ∈ SO+(s0) and s ∈ SO−(s0). Hence we may assume that either s ∈ SO+(s0) ∩
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SO−(s0) or −s ∈ SO+(s0) ∩ SO−(s0). This shows that

{s ∈ Sn−1 | πP(s) ∈ int (PDi)} ⊂ A+ ∪ A− ⊂ (SD) ∪ (SD
′) .

It follows that {s ∈ Sn−1 | πP(s) ∈ PDi} ⊂ SD ∪ SD′, since πP is an open map and

PDi ⊂ int (PDi). By Lemma 2.2.10 (i) the projections of SD and SD
′ to Pn−1 are contained

in PDi, hence (2.14) follows. The same arguments with −s0 instead of s0 implies that

SD = −SD
′. If SD or SD

′ is an invariant control set, then also PDi is an invariant control
set, hence there are at most two invariant control sets on Sn−1.

(iii) This is a consequence of assertion (ii).

The following definitions introduce several spectral concepts. The Lyapunov exponent
for (u, x) ∈ U × (Rn \ {0}) is

λ(u, x) = lim sup
τ→∞

1

τ
log ‖ϕ(τ, x, u)‖ .

Definition 2.2.12. For controls set in Sn−1 and Pn−1 the Floquet spectrum and Lya-
punov spectrum are given as:

(i) The Floquet spectrum of a control set SD on the unit sphere Sn−1 is

ΣFl(SD) = {λ(u, x) | πS(x) ∈ int(SD), u ∈ Upc τ -periodic with

ϕS(τ, πS(x), u) = πS(x)} .

(ii) The Floquet spectrum of a control set PD on projective space Pn−1 is

ΣFl(PD) = {λ(u, x) | πP(x) ∈ int(PD), u ∈ Upc τ -periodic with

ϕP(τ, πP(x), u) = πP(x)} .

(iii) The Lyapunov spectrum of a control set PD on projective space Pn−1 is

ΣLy(PD) =
{
λ(u, x) | ϕP(t, πP(x), u) ∈ PD for all t ≥ 0

}
.

In the τ -periodic case considered here the Lyapunov exponents satisfy λ(u, x) =
1
τ

log ‖ϕ(τ, x, u)‖ for ‖x‖ = 1 and coincide with the Floquet exponents (cf. Teschl [41,
§3.6]).

Remark 2.2.13. Suppose that the accessibility rank condition in Pn−1 holds and de-
note the system semigroup of the system on Pn−1 by Shom. Colonius and Kliemann [13,
Corollary 7.3.18] implies that the Floquet spectrum of a control set PD consists of the
numbers 1

τ
log |ρ| where ρ is a real eigenvalue of an element Φu(τ, 0) with eigenspace

E(Φu(τ, 0); ρ) ⊂ int(PD) and corresponding element h(u) ∈ Shom
τ ∩ int(Shom

≤τ+1).
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Proposition 2.2.14. If SD is a control set with nonvoid interior on Sn−1 that projects
to a control set PD in Pn−1, then

ΣFl(SD) = ΣFl(PD).

Proof. Suppose that λ ∈ ΣFl(SD), so λ = λ(u, x), thus πS(x) ∈ int(SD), u is τ−periodic
and πS(x) = ϕS(τ, πS(x), u). One has πP(πS(x)) ∈ int(PD), but πP(πS(x)) = πP(x) and
πP (ϕS(τ, πS(x), u)) = ϕP(τ, πP(x), u), then λ ∈ ΣFl(PD).

Now, suppose that λ ∈ ΣFl(PD), then λ = λ(u, x) and u is τ -periodic control such
that πP(x) ∈ int (PD) and ϕP(τ, πP(x), u) = πP(x). We may suppose that x ∈ Sn−1.

By Theorem 2.2.11 x ∈ SD or −x ∈ SD. Moreover, π−1
P {int( PD)} is a open subset of

SD ∪ − SD, so x ∈ int( SD) or −x ∈ int( SD). In the first case, if ϕ(τ, x, u) = αx with
α > 0, so πS(ϕ(τ, x, u)) = ϕS(τ, x, u) = x, then λ(u, x) = 1

τ
logα ∈ ΣFl(SD). Otherwise

ϕ(τ, x, u) = −αx with α > 0 and hence

ϕ(2τ, x, u) = ϕ(τ, ϕ(τ, x, u), u(τ + ·)) = −α (−αx) = α2x,

implying ϕS(2τ, x, u) = x, and

λ(u, x) =
1

2τ
log ‖ϕ(2τ, x, u)‖ =

1

2τ
logα2 =

1

τ
logα ∈ ΣFl(SD).

Analogously one argues in the case −x ∈ SD.

The following result describes the control sets in Rn under the accessibility rank con-
dition on projective space.

Theorem 2.2.15. Assume that the projected control system (2.5) on Pn−1 satisfies the
accessibility rank condition (2.13). If a control set SDi, i ∈ {1, . . . , k1}, on Sn−1 satisfies
0 ∈ int (ΣFl(SDi)) , then the cone

Di = {αx ∈ Rn | α > 0 and x ∈ SDi}

generated by SDi is a control set with nonvoid interior in Rn \ {0}. At most two of the Di

are invariant control sets.

Proof. By Proposition 2.2.8, the system on Sn−1 satisfies the accessibility rank condition
(2.13), so every point in SDi is locally accessible. Hence the first assertion of Theorem
2.2.2 is hold, if we can show that assumption (ii) in that theorem holds, then follow that
Di is a control set.

The Floquet spectrum over a control set in projective space is a bounded interval; cf.
[13, Proposition 6.2.14]. By Proposition 2.2.14 the same is true for the Floquet spectrum
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of ΣFl(SDi).

By assumption 0 ∈ int(ΣFl(SDi)), it follows that there are points λ1 < 0 and λ2 > 0

such that λ1, λ2 ∈ ΣFl(SDi), so (λ1, λ2) ⊂ ΣFl(SDi).

For each λ ∈ (λ1, λ2) there are xλ ∈ Rn \ {0}, a σλ−periodic control uλ with πS(xλ) ∈
int(SDi) and ϕS(σλ, xλ, uλ) = πS(xλ). Thus there are 0 < αλ ∈ R and sλ ∈ Sn−1 such that
ϕ(σλ, xλ, uλ) = αλsλ. Fhurthemore

λ =
1

σλ
log ‖ϕ(σλ, xλ, uλ)‖

=
1

σλ
log ‖αλsλ‖

=
1

σλ
log |αλ|

=
1

σλ
logαλ.

For λ1 < 0 we have αλ1 ∈ (0, 1), and for λ ∈ (0, λ2) we have αλ ∈ (1,∞), then for each
α ∈

(
0, eλ2

)
there are s+ ∈ int(SDi), controls u+ ∈ U and time σ+ > 0 such that

ϕ(σ+, s+, u+) = αs+. (2.15)

This verifies assumption (ii) of Theorem 2.2.2. Therefore, every invariant control set D
projects to an invariant control set on Sn−1, and here there are at most two invariant
control sets.

The following example illustrates Theorem 2.2.15; cf. also [13, Examples 10.1.7 and
10.2.1], where for linear oscillators the spectral properties and the control sets in projective
space are determined.

Example 2.2.16. Consider the damped linear oscillator

ẍ+ 3ẋ+ (1 + u(t))x = 0 with u(t) ∈ Ω = [−ρ, ρ],

where ρ ∈
(
1, 5

4

)
. Hence the system equation is given by[

ẋ

ẏ

]
=

([
0 1

−1 −3

]
+ u

[
0 0

−1 0

])[
x

y

]
=

[
0 1

−1− u −3

][
x

y

]
.

The eigenvalues of A(u) satisfy

det(λI − A(u)) = det

(
λ −1

1 + u λ+ 3

)
= λ2 + 3λ+ 1 + u = 0,

52



and one obtains two real eigenvalues

λ1(u) = −3

2
−
√

5

4
− u and λ2(u) = −3

2
+

√
5

4
− u

with corresponding eigenvectors (x, λ1(u)x)> and (x, λ2(u)x)>, x 6= 0. Note that λ2(u) > 0

if and only if u ∈ [−ρ,−1). Since for all u ∈ [−ρ, ρ] one has λ1(u) < λ2(u), the projected
trajectories in P1 go from the eigenspace for λ1(u) to the eigenspace for λ2(u). A short
computation shows that there is an open control set PD1 and a closed invariant control
set PD2 in projective space P1 given by the projections of{[

x

λx

]∣∣∣∣∣ x 6= 0, λ ∈ ΣFl(PD1)

}
,

{[
x

λx

]∣∣∣∣∣ x 6= 0, λ ∈ ΣFl(PD2)

}
,

respectively, where by [13, Theorem 10.1.1] the Floquet spectra are

ΣFl(PD1) =

(
−3

2
−
√

5

4
+ ρ,−3

2
−
√

5

4
− ρ

)
⊂ (−∞, 0),

ΣFl(PD2) =

(
−3

2
+

√
5

4
− ρ,−3

2
+

√
5

4
+ ρ

)
.

The control sets in P1 induce four control sets on the unit circle S1. For PD2 one obtains the
two control sets SD

′
2 = − SD2. Since u = −1 ∈ (−ρ, ρ) and 0 = λ2(−1) ∈ int(ΣFl(PD2)),

Theorem 2.2.15 implies that there are two invariant control sets in R2 \ {0}, they are the
cones

D2 =

{
α

[
x

y

] ∣∣∣∣∣ α > 0,

[
x

y

]
∈ SD2

}
and D′2 =

{
α

[
x

y

] ∣∣∣∣∣ α > 0,

[
x

y

]
∈ SD

′
2

}
.

Remark 2.2.17. Suppose that under the assumptions of Theorem 2.2.15 an invariant
control set Di in Rn \ {0} exists. Then Di ∪ {0} is a closed cone in Rn generated by
an invariant control set on the unit sphere. If the system is not controllable, this cone
does not coincide with Rn, hence it is a nontrivial proper closed positively invariant cone
in Rn. On the other hand, Do Rocio, San Martin, and Santana [19, Section 6] present
an example in R4, which is not controllable and which also does not possess a nontrivial
proper closed convex cone W in Rn which is positively invariant. Here the convexity of
W is crucial: Such cones are pointed, i.e., W ∩ (−W ) = {0}; cf. [19, Lemma 4.1]. For
an invariant control set Di as in Theorem 2.2.15 the cone Di ∪ {0} need not be pointed
(and hence not convex), since the invariant control set may contain the real eigenspace
for a complex conjugate pair of eigenvalues of A(u). Observe that here the convex closure
of this cone, which is also positively invariant, coincides with Rn. An example is the
three-dimensional linear oscillator in Colonius and Kliemann [13, Example10.2.3]. The
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existence of nontrivial proper closed convex positively invariant cones in Rn is analyzed
in [19, Theorem 4.2, Theorem 4.5].

Not all control sets on the unit sphere generate cones that are control sets in Rn \ {0}
as indicated by the following proposition,

Proposition 2.2.18. Suppose for the homogeneous bilinear control system (2.3) that the
accessibility rank condition on Pn−1 is valid. Let SDi be a control set with nonvoid interior
on Sn−1 and define the cone

Ci = {αx ∈ Rn | α > 0 and x ∈ SDi}. (2.16)

Then the following assertions hold.

(i) If x, y ∈ int( SDi), for all αx, βy ∈ Ci there are γ, T > 0 and u ∈ U with ϕ(T, αx, u) =

γβy;

(ii) If 0 6∈ ΣLy(SDi) then the cone Ci is not a control set.

Proof. (i) Suppose that x, y ∈ int( SDi), then x ∈ SO+(y), thus ϕS(T, x, u) = y for some
T ≥ 0 and u ∈ Upc. Since πS(βy) = y one has

πS(βy) = ϕS(T, πS(αx), u) = πS(ϕ(T, αx, u))

so ϕ(T, αx, u) = γβy for some γ ∈ R.
For assertion (ii), consider (x, u) with ϕS(t, πS(x), u) ∈ SDi for all t ≥ 0.

If sup ΣLy(SDi) < 0, let 0 < α < −max{Reλ | λ an eigenvalue of A(u)}. Then there
is a constant c0 ≥ 1 such that every solution of the autonomous linear differential equation
ẋ(t) = A(u)x(t), x(0) = x0, satisfies∥∥eA(u)tx

∥∥ ≤ c0e
−αt ‖x‖ ≤ c0 for all t ≥ 0. (2.17)

Thus for α sufficiently bigger αx 6∈ SO+(x), which implies that C is not a control set. If
inf ΣLy(SDi) > 0 then ‖ϕ(t, x, u)‖ → ∞. The claim follows considering the reverse time
system.

With some analogy to the definition of directional controllability in Bacciotti and
Vivalda [3, Definition 1] we can introduce the following definition for the homogeneous
bilinear control system (2.3).

Definition 2.2.19. Consider the homogeneous bilinear control system (2.3). A cone
C ⊂ Rn \ {0} is a directional control set, if

(i) for all x ∈ C there is u ∈ U with ϕ(t, x, u) ∈ C for all t ≥ 0;
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(ii) for all x, y ∈ C the line l := {αy | α > 0} satisfies l ∩ O+(x) 6= ∅;

(iii) C is maximal with this property.

If l′ := {αy | α ∈ R} we call 2.16 of directional control set.

By before proposition the cones Ci defined in (2.16) are the directional control sets of
system (2.3).

Next we present a necessary and sufficient condition for controllability on Rn \ {0}.
The infimum and supremum Lyapunov exponents; cf. (2.15), are

κ∗ = inf
u∈U

inf
x 6=0

λ(u, x) and κ = sup
u∈U

sup
x 6=0

λ(u, x),

respectively. The following result improves Colonius and Kliemann [13, Corollary 12.2.6(iii)],
where the accessibility rank condition is assumed in Rn \ {0}.

Corollary 2.2.20. Assume that the projected control system (2.5) on Pn−1 satisfies the
accessibility rank condition (2.13). Then the homogeneous bilinear control system (2.3)
on Rn \ {0} is controllable if and only if the projected system (2.5) is controllable and
κ∗ < 0 < κ.

Proof. Controllability on Rn\{0} implies controllability on Pn−1. Furthermore, asymptotic
null controllability to 0 ∈ Rn, and hence exponential null controllability follows by [13,
Corollary 12.2.3]. Thus κ∗ < 0 and, by time reversal, κ > 0 follows.

Conversely, controllability on Pn−1 implies by Bacciotti and Vivalda [3, Theorem 1]
that SD = Sn−1 is a control set. By Theorem 2.2.15, it follows that Rn \ {0} is a control
set. This implies that for every initial point x 6= 0 the reachable set O+(x) is dense
in Rn \ {0}, i.e., approximate controllability holds. For homogeneous bilinear control
systems, Cannarsa and Sigalotti [9, Theorem 1] shows that approximate controllability
implies controllability in Rn \ {0}. This completes the proof.

Remark 2.2.21. The condition κ∗ < 0 < κ can be replaced by the requirement that
0 ∈ int (ΣFl(Pn−1)) = (κ∗, κ). This follows, since by [13, Theorem 7.1.5(iv)] the Floquet
spectrum is an interval and satisfies ΣFl(Pn−1) = [κ∗, κ] if Pn−1 is a control set.

Remark 2.2.22. For control systems on semisimple Lie groups, San Martin [38, Propo-
sition 5.6] shows the following result. Let G ⊂ Sl(n,R) be a semisimple, connected, and
noncompact group acting transitively on Rn \ {0} and let S be a semigroup with nonvoid
interior in G. Then S is controllable on Rn \ {0} if and only if S is controllable in Pn−1.

In this case 0 ∈ (κ∗, κ) = int(ΣFl(Pn−1)).

We turn to the chain control sets in projective space. By [13, Theorem 7.1.2] every
chain control set PEj contains a control set PDi with nonvoid interior. In particular,
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if k0 is the number of control sets, hence the number l of chain control sets satisfies
1 ≤ l ≤ k0 ≤ n− 1. Furthermore, [13, Theorem 7.3.16] shows that for every chain control
set PEj in Pn−1

{x ∈ Rn \ {0} | ϕP(t, x, u) ∈ PEj for all t ∈ R}

is a linear subspace and its dimension is independent of u ∈ U . Consider, for a chain
control set PEj, the control sets PD1, . . . , PDij with nonvoid interior contained in PEj. By
[13, Theorem 7.3.16] one finds, for every x ∈ π−1

P (PEj) , points xi ∈ π−1
P
(
PDi

)
and αi ∈ R

such that
x = α1x

1 + · · ·+ αijx
ij . (2.18)

By (1.4) the chain control sets PEj uniquely correspond to the maximal chain transitive
subsets PEj of the control flow on U × Pn−1 via

PEj :=
{

(u, πPx) ∈ U × Pn−1 | πPϕ(t, x, u) ∈ PEj for all t ∈ R
}
. (2.19)
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Chapter 3

Control set for affine control system on
Rn

In this chapter we will study control sets for affine control systems on Rn, we start by
studying control sets around equilibrium points and later on we will study control sets
for points that belong to periodic solutions. Moreover we set conditions for the system
has unbounded control set with nonvoid interior. Section 3.1 we present some definitions
and results about equilibrium points. Section 3.2 we proved that if the linearized system
at equilibrium point is controllable, then there is a control set with a nonvoid interior
containing this point. Section 3.3 we introduce the notion of hyperbolicity of an affine
control system and under the rank condition we prove the existence and uniqueness of a
control set with nonvoid interior for hyperbolic systems and uniformly hyperbolic. Section
3.4 we embedded an affine control system (3.1) to homogeneous bilinear control system on
Rn+1 and then projects the system on projective space Pn. Then we relate controls sets of
affine control system and its homogeneous part to control sets of projected system. Section
3.5 shows that all control sets with nonvoid interior are unbounded if the hyperbolicity
condition specified in Definition 3.3.1 is violated. And we show that there is a single
chain control set in Pn containing the images, by projection, of all control sets D with
nonvoid interior in Rn and the boundary at infinity, Definition 3.4.4, of this chain control
set, contains all chain control sets of the homogeneous part having nonvoid intersection
with the boundary at infinity of one of the control sets D.

Recall, we consider the affine control system defined on Rn, as in Section 1.2, given by

ẋ(t) = A(u(t))x(t) + Cu(t) + d, (3.1)

where u ∈ Ω ⊂ Rm. We say that the system

ẋ(t) = A(u(t))x(t) (3.2)
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is its homogeneous part and the relation among their control sets will be studied in this
chapter. For each x ∈ Rn and u ∈ Upc the solution of (3.1) and (3.2) are denoted by
ϕ(t, x, u) and ϕhom(t, x, u), respectively, and positive orbit of x by O+(x) and O+

hom(x),

analogous for negative orbit. An object of the system (3.2) will be differentiated from the
respective object of the system (3.1) by attaching “hom”.

3.1 Equilibria of affine control systems

For each control value u ∈ Ω, an associated equilibrium point of system (3.1) is a
state xu that satisfies

0 = A(u)xu + Cu+ d. (3.3)

If for u ∈ Ω there is a solution xu of (3.3) and detA(u) = 0, then every point in the
nontrivial affine subspace xu + kerA(u) is an equilibrium point. If there is u ∈ Ω with
Cu + d = 0, then equation (3.3) always has the solution xu = 0. If detA(u) 6= 0, then
there exists a unique equilibrium of (3.1) given by

xu = −A(u)−1[Cu+ d]. (3.4)

The following simple but useful result shows that for constant control u, the phase
portrait of the inhomogeneous equation is obtained by shifting the origin to xu.

Proposition 3.1.1. Consider for constant control u ∈ Ω a solution ϕ(t, x, u), t ≥ 0, of the
inhomogeneous equation (3.1) and let xu be an associated equilibrium. Then ϕ(t, x, u)−xu
is a solution of the homogeneous equation ẋ(t) = A(u)x(t) with initial value x− xu.

Proof. We compute

d

dt
[ϕ(t, x, u)− xu] = A(u) [ϕ(t, x, u)− xu] + A(u)xu + Cu+ d = A(u) [ϕ(t, x, u)− xu] .

The proposition shows that the affine control system (3.1) is topologically conjugate
to an inhomogeneous bilinear system, if there is u0 ∈ Ω with Cu0 + d = 0.

Proposition 3.1.2. Suppose that there is u0 ∈ Ω with Cu0 + d = 0 and consider

ẋ(t) = A(u0)x(t) +
m∑
i=1

vi(t)Bix(t) + Cv(t) with v(t) ∈ Ω′ := Ω− u0,

with trajectories denoted by ψ(·, x, v). Then the trajectories ϕ(·, x, u), u ∈ U , of (3.1)
satisfy ϕ(t, x, u) = ψ(t, x, v), t ∈ R, with controls v(t) = u(t)− u0, t ∈ R.
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Proof. One computes for a solution x(t) = ϕ(t, x, u), t ∈ R, of (3.1)

ẋ(t) = Ax(t) +
m∑
i=1

u0
iBix(t) +

m∑
i=1

(
ui(t)− u0

i

)
Bix(t) + C(u(t)− u0) + Cu0 + d

= A(u0)x(t) +
m∑
i=1

vi(t)Bix(t) + Cv(t).

We introduce the following notation for the set of equilibria,

E = {x ∈ Rn | 0 = A(u)x+ Cu+ d for some u ∈ Ω},

E0 = {x ∈ Rn | 0 = A(u)x+ Cu+ d for some u ∈ int (Ω)}.

The following discussion of systems with scalar controls follows essentially Mohler [32,
Section 2.4].

Theorem 3.1.3. Consider system (3.1) with scalar control and assume that for all u ∈ Ω

such that det(A+ uB) = 0 there is no solution to equation (3.3).

(i) Suppose that there is u0 ∈ Ω = R with A+u0B nonsingular. Then there are at most
1 ≤ r ≤ n control values vi ∈ R such that the equilibrium set is given by

E = {xu
∣∣ u ∈ R \ {v1, . . . , vr}}

and which is the union of at most n+ 1 smooth curves. These curves have no finite
endpoints.

(ii) If Ω is a possibly unbounded interval, the equilibrium set E has at most n + 1

connected components.

Proof. First note that xu = −(A + uB)−1[Cu + d] describes a smooth curve as long as
det(A+ uB) 6= 0. Since det(A+ uB) is a nontrivial polynomial in u of degree at most n,
there are most n real roots v1, . . . , vr, 0 ≤ r ≤ n, of det(A+ uB) = 0. By our assumption
the vectors Cvi + d are not in the range of A+ viB.

Consider a sequence uk → vi for some i. If xuk remains bounded, we may assume that
it converges to some y ∈ Rn. For k →∞ we find

(A+ viB)y = −(Cvi + d)

contradicting the assumption of the theorem. It follows that xuk becomes unbounded for
k →∞.

(ii) If Ω = [u∗, u
∗], u∗ < u∗, the equilibrium set E = {xu | u ∈ Ω \ {v1, . . . , vr}} consists

of at most n + 1 smooth curves having no finite endpoints, with the possible exception
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of the equilibria corresponding to the minimum and maximum values of u in Ω, i.e.,
u = u∗, u

∗.

The following example is used in Rink and Mohler [35, Example 2] and Mohler [32,
Example 2 on page 32] as an example for a system that is not controllable. It illustrates
the result above.

Example 3.1.4. Consider the control system given by[
ẋ

ẏ

]
=

[
2u(t)x+ y

x+ 2u(t)y + u(t)

]
, (3.5)

with

A =

[
0 1

1 0

]
, B =

[
2 0

0 2

]
and C =

[
0

1

]
,

which is the inhomogeneous bilinear control system[
ẋ

ẏ

]
=

[
2u 1

1 2u

][
x

y

]
+

[
0

1

]
u = (A+ uB)

[
x

y

]
+ Cu.

Note that det(A(u)) 6= 0 if |u| 6= 1
2
and for u = ±1

2
we have[

0

0

]
6=

[
x+ y

x+ y ± 1
2

]

thus, does not exist equilibrium point associated with ±1
2
. The eigenvalues of A(u) =

A + uB are given by 0 = det (λI − (A+ uB)) = (λ − 2u)2 − 1, hence λ1(u) = 2u + 1 >

λ2(u) = 2u−1. One finds λ2(u) > 0 for u > 1
2
and λ1(u) < 0 for u < −1

2
. For u ∈

(
−1

2
, 1

2

)
one gets λ1(u) > 0 and λ2(u) < 0, hence the matrix A+ uB is hyperbolic.

For every u ∈ R, the eigenspace for λ1(u) is Diag1 := {(z, z)> | z ∈ R} and the
eigenspace for λ2(u) is Diag2 := {(z,−z)> | z ∈ R}. For |u| 6= 1

2
the equilibria are given

by [
xu

yu

]
= − (A+ uB)−1Cu =

−1

4u2 − 1

[
2u −1

−1 2u

][
0

1

]
u =

u

4u2 − 1

[
1

−2u

]
.

Thus we see that
yu = −2uxu for |u| 6= 1

2
. (3.6)

The assumption of Theorem 3.1.3 is satisfied. For the asymptotes of the equilibria, equa-
tion (3.6) shows that (xu, yu)

> approach the line Diag2 for u→ 1
2
and the line Diag1 for

u→ −1
2
. In both cases, the equilibria become unbounded. For u→ ±∞, one obtains that
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the equilibria approach (0,−1
2
)>.

This discussion shows that the set of equilibria for unbounded control u consists of the
following three connected branches

B1 =

{[
xu

yu

]∣∣∣∣∣ u ∈
(
−1

2
,
1

2

)}
, B2 =

{[
xu

yu

]∣∣∣∣∣ u ∈
(
−∞,−1

2

)}
,

B3 =

{[
xu

yu

]∣∣∣∣∣ u ∈
(

1

2
,∞
)}

.

The equilibria in B2 and B3 both approach (0,−1
2
)> for |u| → ∞ (see figure 3.1). The

equilibria in B2 are stable, those in B3 are totally unstable, and those in B1 yield one
positive and one negative eigenvalue.

Figure 3.1: Equilibria of the system (3.5)

3.2 Control sets and equilibria of affine systems

The controllability properties near equilibria will be analyzed assuming that the lin-
earized control systems are controllable. This yields results on the control sets around
equilibria.

In order to describe the properties of the system linearized about an equilibrium, we
recall the following classical result from Lee and Markus [31, Theorem 1 on p. 366].

Theorem 3.2.1. Consider the control process in Rn

ẋ = f(x, u), (3.7)

where f is C1 and suppose that f(0, 0) = 0 where 0 is in the interior of the control range
Ω. Then the controllable set O−(0) is open if, with A = ∂f

∂x
(0, 0) and B = ∂f

∂u
(0, 0),

rank[B,AB, . . . , An−1B] = n. (3.8)
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Condition (3.8) is the familiar Kalman condition for controllability of the linearized
system ẋ = ∂f

∂x
(0, 0)x+ ∂f

∂u
(0, 0)u (without control restriction); cf. Sontag [39, Theorem 3,

p. 89]. We apply this result to affine control systems and obtain that the positive orbit
and the negative orbit for an equilibrium are open, if the linearized system is controllable.
For this we used Lemma (1.2.2) it shows that the positive orbit of system (3.1) coincides
with the negative orbit of the time reversed system.

Proposition 3.2.2. Consider the affine control system (3.1) and let xu be an equilibrium
for a control value u ∈ int (Ω) , where the rank condition

rank[B′(u), A(u)B′(u), . . . , (A(u))n−1B′(u)] = n (3.9)

holds with B′(u) defined by

B′(u) = C + [B1xu, . . . , Bmxu] .

Then the positive orbit set O+(xu) and the negative orbit set O−(xu) are open. If A(u) =

A+
∑m

i=1 uiBi is invertible, then

B′(u) = C −
[
B1A(u)−1(Cu+ d), . . . , BmA(u)−1(Cu+ d)

]
.

Proof. First notice that Theorem 3.2.1 can be applied to arbitrary equilibria (x0, u0) with
u0 ∈ int (Ω) instead of (0, 0). In fact, define f̃(x, u) := f(x+ x0, u+ u0). Then (0, 0) is an
equilibrium of

ẋ(t) = f̃(x(t), u(t)) with control range Ω− u0, (3.10)

and the control value u = 0 belongs to int(Ω−u0). The solutions ψ(t, 0, u), t ≥ 0, of (3.10)
are given by ϕ(t, x0, u+ u0)− x0, since ϕ(0, x0, u+ u0)− x0 = 0 and

d

dt

[
ϕ(t, x0, u+ u0)− x0

]
= f(ϕ(t, x0, u+ u0), u(t) + u0)

= f(ϕ(t, x0, u+ u0) + x0 − x0, u(t) + u0)

= f̃(ϕ(t, x0, u+ u0)− x0, u(t)).

Hence O−(x0) for the affine control system (3.7) coincides with the controllable set
Õ−(0) of (3.10). The rank condition (3.8) for (3.10) involves

A =
∂f̃

∂x
(0, 0) =

∂f

∂x
(x0, u0), B =

∂f̃

∂u
(0, 0) =

∂f

∂u
(x0, u0).

For system (3.1) f(x, u) = A(u)x+Cu+d and for an equilibrium xu we find ∂f
∂x

(xu, u) =
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A(u) and

∂f

∂u
(xu, u) = C +

∂

∂u

m∑
i=1

uiBixu = C + [B1xu, . . . , Bmxu] .

By (3.9) the rank condition (3.8) is satisfied. Applying Theorem 3.2.1 we conclude
that the controllable set O−(xu) is open. By time reversal; cf. Lemma 1.2.2, also the
reachable set O+(xu) is open.

If A(u) is invertible, the formula for B′(u) follows from (3.4).

The following proposition shows that the controllability rank condition (3.9) holds
generically for controls u ∈ Rm if it holds in some u0.

Proposition 3.2.3. Assume that A(u) is invertible for all u ∈ Rm and that the rank
condition (3.9) holds for some u0 ∈ Rm. Then (3.9) holds for all u in an open and dense
subset of Rm.

Proof. Define

B′′(u) := detA(u)C − [B1Adj(A(u))(Cu+ d), . . . , BmAdj(A(u))(Cu+ d)] ,

where Adj(A(u)) = detA(u) (A(u))−1 . As A(u) is invertible by Propositon 3.2.2

B′(u) = C −
[
B1A(u)−1(Cu+ d), . . . , BmA(u)−1(Cu+ d)

]
,

so B′′(u) = detA(u)B′(u), in this case

rank[B′(u), A(u)B′(u), . . . , (A(u))n−1B′(u)]

= rank[detA(u)B′(u), detA(u)A(u)B′(u), . . . , detA(u) (A(u))n−1B′(u)]

= rank[B′′(u), A(u)B′′(u), . . . , (A(u))n−1B′′(u)].

Thus the rank condition (3.9) holds if and only if

rank[B′′(u), A(u)B′′(u), . . . , (A(u))n−1B′′(u)] = n. (3.11)

The entries of the matrix in (3.11) are polynomial in the variables u1, . . . , um. Using the
assumption one finds that the set of u ∈ Rm that not satisfy (3.11) is contained in a proper
algebraic variety; the complement of such a set is open and dense in Rm (this follows in
the same way as the genericity of the controllability rank condition (3.8); cf. Sontag [39,
Proposition 3.3.12]).

Remark 3.2.4. For a system of the form (3.1) with scalar control, the assumptions of
Proposition 3.2.3 imply that there are at most finitely many u such that the rank condition
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(3.9) is not satisfied. This follows taking into account that for scalar u the entries of the
matrix in (3.11) are polynomial in the scalar variable u, hence there are at most finitely
many zeros.

A consequence of Proposition 3.2.2 is the following first result on control sets.

Proposition 3.2.5. Consider the affine control system (3.1) and assume that the rank
condition (3.9) is satisfied for some u ∈ int(Ω). Then the set D = O−(xu) ∩ O+(xu) is a
control set of system (3.1) containing the equilibrium xu in the interior.

Proof. By Proposition 3.2.2 the sets O−(xu) and O+(xu) are open neighborhoods of xu,
hence it follows that xu is in the interior of the set D0 := O−(xu) ∩ O+(xu).

Let x ∈ D0. Then xu ∈ O+(x) and therefore O+(xu) ⊂ O+(x) and as D0 ⊂ O+(xu), it
follows that D0 ⊂ O+(x). Next we show that there is a control v ∈ U with ϕ(t, x, v) ∈ D0

for all t ≥ 0. Since x ∈ O−(xu) there are T > 0 and v1 ∈ U such that ϕ(T, x, v1) = xu and
ϕ(t, x, v1) ∈ O−(xu) for all t ∈ [0, T ]. Furthermore, ϕ(t, x, v) ∈ O+(x) and x ∈ O+(xu),

and hence continuous dependence on the initial value shows that ϕ(t, x, v) ∈ O+(xu) for
all t ∈ [0, T ]. Now the control function

w(t) :=

{
v(t) for t ∈ [0, T ]

u(t) for t > T

yields ϕ(t, x, w) ∈ D0 for all t ≥ 0. We have shown that D0 satisfies properties (i) and
(ii) in Definition 1.1.7. Hence it is contained in a maximal set D with these properties,
i.e., a control set, obtained as the union of all sets satisfying properties (i) and (ii) and
containing D0.

Let us show that D0 = D. By the definition of control sets and xu ∈ D, the inclusion
D ⊂ O+(xu) holds and for x ∈ D one has xu ∈ O+(x). Using that O−(xu) is a neighbor-
hood of xu this implies that there are T > 0 and a control u ∈ U with ϕ(T, x, u) ∈ O−(xu),
and hence x ∈ O−(xu). This shows that D ⊂ O−(xu) ∩ O+(xu) = D0 and hence equality
holds concluding the proof that D0 is a control set.

Next we show that every connected subset of the set E0 of equilibria is contained in a
single control set, if the systems linearized about the equilibria are controllable.

Theorem 3.2.6. Let C ⊂ {xu | u ∈ int (Ω)} = E0 be a pathwise connected subset of the
set of equilibria of system (3.1) and assume that for every equilibrium xu in C the control
u satisfies the rank condition (3.9). Then there exists a control set D containing C in the
interior and D = O−(xu) ∩ O+(xu) for every xu ∈ C.

Proof. By Proposition 3.2.5 every equilibrium xu ∈ C is contained in the interior of a
control set.
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Consider two points xu and xv in C. Then xv ∈ O+(xu). In fact, consider a continuous
path from xu to xv in C, say h : [0, 1] → C with h(0) = xu and h(1) = xv. Suppose that
there is h(T ) 6∈ O+(xu) for some T > 0, so there is a point xw ∈ ∂ (O+(xu)) ∩ C, by
Proposition 3.2.2 O−(xw) is a neighborhood of xw and there is xa ∈ O+(xu) ∩ O−(xw).

Furthermore, xw ∈ O+(xa) ⊂ O+(xu), which is a contradiction. Thus one can steer the
system from any point xu ∈ C to any other point xv ∈ C. It follows that C is contained
in a single control set D. The same arguments show that, in fact, C is contained in the
interior of D.

Remark 3.2.7. For scalar control, Theorem 3.1.3 shows that there are at most n + 1

connected components of the set E of equilibria, which consists of at most n + 1 smooth
curves. Thus also E0 consists of at most n+1 smooth curves which, naturally, are pathwise
connected. Hence, under the assumptions of Theorem 3.2.6, there are at most n+1 control
sets containing an equilibrium in the interior.

Example 3.2.8. Let 0 < ρ ∈ R and Ω = [−ρ, ρ]. Consider the affine control system
defined on R2 by (

ẋ

ẏ

)
=

(
u 0

0 −u

)(
x

y

)
+

(
a

b

)
+ u

(
c

d

)
(3.12)

with a, b, c, d > 0. First we will determine the equilibria point of affine control system
(3.31). For u = 0 there is no equilibrium point associated with u, and for u 6= 0 the
equilibrium point of the system associated with u is the point

(
−a− c

u
, b+ d

u

)>
. In fact(

0

0

)
=

(
u 0

0 −u

)(
xu

yu

)
+ u

(
a

b

)
+

(
c

d

)
(
xu

yu

)
=

(
−a− c

u

b+ d
u

)
.

Note that the set of the equilibria point has two branches, B1 =
{

(xu, yu)
>
∣∣ u ∈ [−ρ, 0)

}
and B2 =

{
(xu, yu)

>
∣∣ u ∈ (0, ρ]

}
.

Its follows from c, d > 0 that

lim
u→0+

−a− c
u

= −∞, lim
u→0−

−a− c
u

= ∞

lim
u→0+

b+ d
u

= ∞, lim
u→0−

b+ d
u

= −∞

and v ∈ [−ρ, 0) implies that for v → 0−

−a+
c

ρ
< −a− c

v
= xv →∞ , b− d

ρ
> b+

d

v
= yv → −∞,

65



and v ∈ (0, ρ] implies that for v → 0+

−a− c

ρ
> −a− c

v
= xv → −∞ , b+

d

ρ
< b+

d

v
= yv →∞.

In figure 3.2, the red half-lines represent the set of equilibrium points.

Figure 3.2: Equilibria of system (3.31)

We will check the rank condition (3.9) for each equilibrium:(
a
(
1− 1

u

)
ua
(
1− 1

u

)
b
(
1− 1

u

)
−ub

(
1− 1

u

) ) =

(
1− 1

u

)(
a ua

b −ub

)
.

As a, b 6= 0 then the rank of the matrix above is 2.

In this case the sets B′1 =
{

(xu, yu)
>
∣∣ u ∈ (−ρ, 0)

}
and B′2 =

{
(xu, yu)

>
∣∣ u ∈ (0, ρ)

}
are contained in the interior of some control set.

Note that for all u 6= 0 the matrix A(u) has one positive eigenvalue and one negative
eigenvalue.

Let C1 the control set of the system (3.31) containing B′1. We will prove that:

C1 =

{
(x, y)| x ≥ −a+

c

ρ
, y ≤ b− d

ρ

}
. (3.13)

For every equilibrium (xu, yu) with u ∈ (−ρ, 0) the intersection O−(xu, yu)∩O+(xu, yu)

is a control set. In addition, as B′1 is connected and O+(xu, yu) and O−(xu, yu) are open
sets, follow that O+(xu, yu) = O+(xv, yv) and O−(xu, yu) = O−(xv, yv), for all u, v ∈
(−ρ, 0).
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Step 1. For each (xu, yu), with u ∈ (−ρ, 0), O+(xu, yu) ⊂
{

(x, y)| x ≥ −a+ c
ρ

}
and

O−(xu, yu) ⊂
{

(x, y)| y ≤ b− d
ρ

}
.

The solution starting in (x, y) with constant control u is

ϕ (t, (x, y), u) =
(
etu(x− xu) + xu, e

−tu(y − yu) + yu
)

for u 6= 0 and
ϕ (t, (x, y), 0) = (ta+ x, tb+ y) .

Remark that xu ≤ xρ = −a− c
ρ
< x−ρ = −a+ c

ρ
< xv, for all v < 0 < u.

Let x ≥ −a+ c
ρ
then:

i) For v ∈ (0, ρ], so −a+ c
ρ
≤ x ≤ etv(x− xv) + xv.

ii) For v < 0 and x < xv, then −a+ c
ρ
< x ≤ etv(x− xv) + xv < xv.

iii) For v < 0 and xv < x, so −a+ c
ρ
≤ xv < etv(x− xv) + xv ≤ x.

Therefore, as xu ≥ −a+ c
ρ
for all u ∈ [−ρ, 0) it follows that

O+(xu, yu) ⊂
{

(x, y)| x ≥ −a+ c
ρ

}
for all u < 0.

Remark that yu ≥ yρ = b+ d
ρ
≥ y−ρ = b− d

ρ
≥ yv, for all v < 0 < u.

Now, if y > b− d
ρ
then:

iv) For v < 0 we have e−tv(y − yv) + yv ≥ y > b− d
ρ
.

v) For v > 0 and y < yv we have b− d
ρ
< y ≤ e−tv(y − yv) + yv.

vi) For v > 0 and y > yv we have b− d
ρ
< yv < e−tv(y − yv) + yv.

As yu ≤ b − d
ρ
for all u ∈ [−ρ, 0) we have that if (x, y) ∈ R2 and y > b − d

ρ
then

(xu, yu) 6∈ O+(x, y). Therefore

O−(xu, yu) ⊂
{

(x, y)| y ≤ b− d
ρ

}
for u < 0.

This ensures that C1 ⊂
{

(x, y)| x ≥ −a+ c
ρ
, y ≤ b− d

ρ

}
.

Step 2. We have that
{

(x, y)| x > −a+ c
ρ
, y ≤ b− d

ρ

}
⊂ O−(xu, yu) for all u < 0.

In fact, for all (x, y) ∈
{

(x, y)| x ≥ −a+ c
ρ
, y ≤ b− d

ρ

}
there are w, v ∈ [−ρ, 0) such

that
(x, y) = (xw, yv).

Thus

ϕ (t, (xw, yv), v) =
(
etv(xw − xv) + xv, e

−tv(yv − yv) + yv
)

=
(
etv(xw − xv) + xv, yv

)
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converges to (xv, yv) when t converge to infinite and O−(xv, yv) is open, then (xw, yv) ∈
O−(xv, yv).

Step 3. Now we will check that
{

(x, y)| x ≥ −a+ c
ρ
, y ≤ b− d

ρ

}
⊂ O+(xu, yu) for

all u < 0.

a) If yv < yw, then v > w ≥ −ρ and yv < yw ≤ y−ρ, as

lim
t→∞

etρ (yw − y−ρ) + y−ρ = −∞,

then there is t1 > 0 such that et1ρ (yw − y−ρ) + y−ρ = yv.

Let x1 = e−t1ρ (xw − x−ρ) + x−ρ, as xv > xw ≥ x−ρ and etw ≤ 1 it follows that
e−tρ (xw − x−ρ) + x−ρ ≤ xw, so x1 ≤ xw. Therefore, there is t2 > 0 such that
ϕ (t2, (x1, yv), v) = (xw, yv), because

ϕ (t, (x1, yv), v) =
(
etv(x1 − xv) + xv, e

−tv(yv − yv) + yv
)

=
(
etv(x1 − xv) + xv, yv

)
,

x1 ≤ etv(x1 − xv) + xv < xv and lim
t→∞

(etv(x1 − xv) + xv, yv) = (xv, yv).

b) If yv > yw we choose u > w, thus yw < yv < yu and

ϕ (t, (xu, yu), ρ) =
(
etρ(xu − xρ) + xρ, e

−tρ(yu − yρ) + yρ
)
.

As lim
t→∞

e−tρ(yu − yρ) + yρ = yρ there is t1 > 0 such that e−t1ρ(yu − yρ) + yρ = yv.

Let x1 = et1ρ(xu − xρ) + xρ. Considering the solution ϕ (t, (x1, yv), v) we have that

ϕ (t, (x1, yv), w) =
(
etv(x1 − xv) + xv, yv

)
,

as lim
t→∞

(etv(x1 − xv) + xv, yv) = (xv, yv) there is t2 > 0 such that ϕ (t2, (x1, yv), v) =

(xw, yv). Therefore, (x, y) ∈ O+(xu, yu).

This complete the proof that C1 =
{

(x, y)| x ≥ −a+ c
ρ
, y ≤ b− d

ρ

}
. In an analogous

way we can show that the control set containing B′2 is

C2 =

{
(x, y)| x ≤ −a− c

ρ
, y ≤ b− d

ρ

}
. (3.14)

In the figure 3.3, the blue region represent the control sets (3.13) and (3.14).
Here we determine two invariant control sets, but we cannot claim that these are the

only control sets of this system.

In the rest of this section, we relate the controllability properties of system (3.1) to
spectral properties of the matrices A(u), u ∈ Ω.
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Figure 3.3: Control sets of the system (3.2.8)

Lemma 3.2.9. Consider the affine control system (3.1) and suppose that xu is an equi-
librium for a control value u ∈ int(Ω) satisfying the rank condition (3.9).

(i) If every eigenvalue of A(u) has negative real part, it follows that O−(xu) = Rn.

(ii) If every eigenvalue of A(u) has positive real part, it follows that O+(xu) = Rn.

Proof. By Proposition 3.2.2 the rank condition (3.9) implies that O−(xu) and O+(xu) are
open.

(i) Let 0 < α < −max{Reλ | λ an eigenvalue of A(u)}. Then there is a constant
c0 ≥ 1 such that every solution of the autonomous linear differential equation ẋ(t) =

A(u(t))x(t), x(0) = x0, satisfies∥∥eA(u(t))x0

∥∥ ≤ c0e
−αt ‖x0‖ for all t ≥ 0. (3.15)

The variation-of-constants formula applied for x ∈ Rn and xu shows that

ϕ(t, x, u)− xu

= eA(u)tx+

∫ t

0

eA(u)(t−s)[Cu+ d]ds− eA(u)txu −
∫ t

0

eA(u)(t−s)[Cu+ d]ds

= eA(u)t (x− xu) .

Thus (3.15) implies

‖ϕ(t, x, u)− xu‖ ≤ c0e
−αt ‖x− xu‖ → 0 for t→∞.

Since O−(xu) is a neighborhood of xu, there exists T > 0 such that ϕ(T, x, u) ∈ O−(xu).

Thus x ∈ O− (ϕ(T, x, u)) ⊂ O−(xu) and Rn = O−(xu) follows.
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(ii) For the system ẋ(t) = −A(u)x− Cu− d, every eigenvalue of −A(u) has negative
real part. By (i) and time reversal, Lemma 1.2.2, the assertion follows.

Remark 3.2.10. An easy consequence of this lemma is that the system is controllable
if there are u, v ∈ Ω with equilibria xu, xv in the same pathwise connected subset of E0

such that every eigenvalue of A(u) has negative real part and every eigenvalue of A(v) has
positive real part; cf. Mohler [32, Main Result, p. 28] for the special case of inhomogeneous
bilinear systems of the form

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)Bix(t) + Cu(t).

The following corollary to Theorem 3.2.6 shows that there is a control set around the
set of equilibria for uniformly hyperbolic matrices A(u), u ∈ Ω.

Corollary 3.2.11. Consider an affine control system of the form (3.1) and assume that:

(i) the control range Ω = int(Ω) is compact and int (Ω) is pathwise connected;

(ii) the matrices A(u) are uniformly hyperbolic in the following sense: There is k with
0 ≤ k ≤ n such that for all u ∈ Ω there are k eigenvalues with Reλ1(u), . . . ,

Reλk(u) < 0 and n− k eigenvalues with Reλk+1(u), . . . ,Reλn(u) > 0;

(iii) every u ∈ int (Ω) satisfies the rank condition (3.9).

Then the set E = E0 of equilibria is compact and connected, the set E0 is pathwise
connected, and there exists a control set D with E0 ⊂ int(D).

Proof. First observe that all matrices A(u), u ∈ Ω, are invertible, since 0 is not an
eigenvalue. Thus the function x· : Ω −→ Rn, given by u 7→ xu is continuous, so the set
E = {xu | u ∈ Ω} of equilibria is compact and E0 is pathwise connected. By Theorem
3.2.6 there exists a control set containing E0 in the interior. Since pathwise connected
sets are connected, the set int (Ω) is connected, which implies that also Ω = int(Ω) is
connected; cf. Engelking [22, Corollary 6.1.11]. It also follows that the set E = E0 is
connected.

If condition (ii) of Corollary 3.2.11 holds with k = 0 or k = n, i.e., if all matrices A(u)

are stable or all are totally unstable, the rank condition (iii) for the linearized systems
can be weakened.

Corollary 3.2.12. Suppose that the assumption (i) of Corollary 3.2.11 is satisfied and
assume that there are at most finitely many points in int (Ω) such that the rank condition
(3.9) is no valid.
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(i) If for all u ∈ int (Ω) all eigenvalues of A(u) have negative real parts, then there
exists a closed control set D with E0 ⊂ int(D).

(ii) If for all u ∈ int (Ω) all eigenvalues of A(u) have positive real parts, then there exists
a control set D with E0 ⊂ D.

Proof. As in Corollary 3.2.11 (i) it follows that the set E0 of equilibria is pathwise con-
nected. Consider equilibria xu, xv ∈ E0 with u, v ∈ int (Ω) and suppose that xu satisfies
condition (3.9). Hence there is a control set Du containing xu in the interior. We use a
construction similar to the one in the proof of Theorem 3.2.6: There is a continuous map
h : [0, 1]→ E0 with h(0) = xu and h(1) = xv. Let

τ := sup{s ∈ [0, 1] | ∀s′ ∈ [0, s], h(s′) ∈ Du}.

Observe that τ > 0, since xu ∈ int (Du) . If τ < 1, then y := h(τ) ∈ ∂Du and y = xw

is an equilibrium for some w ∈ int (Ω) . If w satisfies (3.9), then by Proposition 3.2.5 xw
is in the interior of a control set, contradicting the choice of τ. It remains to discuss the
case where w violates (3.9).

(i) Since all eigenvalues of A(u) have negative real parts, Lemma 3.2.9 (i) implies that
xw ∈ O−(xu) = Rn. Hence there are T ≥ 0 and u0 ∈ Upc such that ϕ(T, xw, u

0) = xu,

that is, one can steer xw (in finite time) into the interior of Du, and by continuous
dependence on the initial value, this holds for all x in a neighborhood N(xw). Note that
xw ∈ Du ∩ ∂Du. Since there are only finitely many points that not satisfy (3.9), all points
h(s′′) with s′′ ∈ (τ, τ+ε) for some ε > 0 satisfy (3.9) and hence they are in a single control
set D′ and hence xw ∈ D′. Then all points in the nonvoid intersection N(xw) ∩ D′ can
be steered into Du. The same arguments show that one can steer points in Du into D′,
hence D′ = Du. This contradicts the choice of τ . It follows that τ = 1 and xv ∈ Du. Using
xv ∈ O−(xu) = Rn and Du = O+(xu) ∩ O−(xu) = O+(xu) one sees that xv ∈ Du. We
conclude that all equilibria in E0 are contained in the interior of a single closed control
set.

(ii) Since all eigenvalues of A(u) have positive real parts, Lemma 3.2.9 (ii) implies that
xw ∈ O+(xu) = Rn. This shows that xw can be reached from xu ∈ int (Du) . Notice that
the continuous dependence on the initial value shows that all points in a neighborhood
N(xw) of xw can be reached from the interior of Du. Since there are only finitely many
points violating (3.9), all points h(s′′) with s′′ ∈ (τ, τ + ε) for some ε > 0 are in a single
control set D′ and xw ∈ D′. Then all points in the nonvoid intersection N(xw) ∩D′ can
be reached from the interior of Du. The same arguments show that some point in int (Du)

can be reached from D′, hence D′ = Du. This contradicts the choice of τ. It follows that
τ = 1 and xv ∈ Du. We conclude that all equilibria in E0 are contained in the closure of
a single control set.
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Remark 3.2.13. Remark 3.2.4 shows for an affine control system of the form (3.1) with
scalar control satisfying the assumptions of Proposition 3.2.3 that there are at most finitely
many points u where the rank condition (3.9) is not satisfied.

In the next example we will consider A(u), a 2 × 2 diagonal matrix and under the
assumption that det(A(u)) 6= 0, for all u. We will given conditions to guarantee that E0

is contained in a unique control set.

Example 3.2.14. Consider the affine control system defined on R2 by[
ẋ

ẏ

]
=

([
a11 0

0 a22

]
+ u

[
b11 0

0 b22

])[
x

y

]
+ u

[
c1

c2

]
+

[
d1

d2

]
(3.16)

where Ω = [u∗, u
∗], with u∗ < 0 < u∗. Assume that

λ1(u) = a11 + ub11, λ2(u) = a22 + ub22 6= 0, for all u ∈ Ω.

For each u ∈ Ω every equilibrium satisfies[
xu

yu

]
= −

[
1

a11+ub11
0

0 1
a22+ub22

][
uc1 + d1

uc2 + d2

]
.

Next we check if the following rank condition is satisfied,

rank[B′(v), A(v)B′(v)] = 2.

Here

B′(v) = B

[
xv

yv

]
+ C =

[
b11xv + c1

b22yv + c2

]
=

[
−b11

vc1+d1
a11+b11v

+ c1

−b22
vc2+d2
a22+b22v

+ c2

]
.

We recall that

A(v) = A+ vB =

[
1

a11+b11v
0

0 1
a22+b22v

]
,

hence

[B′(v), A(v)B′(v)] =

 −b11
vc1+d1
a11+b11v

+ c1
1

a11+b11v

(
−b11

vc1+d1
a11+b11v

+ c1

)
−b22

vc2+d2
a22+b22v

+ c2
1

a22+b22v

(
−b22

vc2+d2
a22+b22v

+ c2

)  .
The rank of this matrix is equal to 2 if

c1 6= b11
vc1 + d1

a11 + b11v
and c2 6= b22

vc2 + d2

a22 + b22v
(3.17)
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and
a11 + b11v 6= a22 + b22v. (3.18)

The latter condition holds for all v ∈ int(Ω) except possibly for

v =
a11 − a22

b22 − b11

.

Similarly, also (3.17) holds for all v ∈ int(Ω) except possibly two points.
If the conditions (3.17) and (3.18) are holds, then by Corollary 3.2.11 we conclude that

there is a control set D containing the equilibria {(xu, yu)| u ∈ (u∗, u
∗)} in its interior.

Moreover, if λ1(u), λ2(u) < 0 or λ1(u), λ2(u) > 0 for all u ∈ Ω, these conditions are not
necessary to satisfy the Corollary 3.2.12.

Next we provide a sufficient condition for the existence of unbounded control sets.

Theorem 3.2.15. Consider an affine control system of the form (3.1), let C be a pathwise
connected subset of the set E0 of equilibria of the system (3.1) and define Ω(C) = {u ∈
int(Ω) | xu ∈ C}. Assume that

(i) there is u0 ∈ Ω(C) such that A(u0) has the eigenvalue λ0 = 0 and Cu0 + d is not in
the range of A(u0);

(ii) every u ∈ Ω(C), u 6= u0, satisfies rankA(u) = n and the rank condition (3.9).

Then, there is an unbounded control set D ⊂ Rn containing C in the interior. More
precisely, for uk ∈ Ω(C) with uk → u0 for k →∞, the equilibria xuk ∈ C ⊂ int(D) satisfy
for k →∞

‖xuk‖ → ∞ and
xuk

‖xuk‖
→ kerA(u0) ∩ Sn−1. (3.19)

Proof. Let xu, xv ∈ C and h : [0, 1] −→ C, with h(0) = xu and h(1) = xv. Suppose that
xv 6∈ O+(xu) so there is xw ∈ ∂O+(xu) ∩ h([0, 1]). Thus w does not satisfy the rank
condition (3.9), but this contradicts the hypothesis. So xv ∈ O+(xu), by the arbitrariness
of the points O+(xu) = O+(xv), and C is contained in a control set D.

In order to show that D is unbounded, we argue similarly as in the scalar situation in
Theorem 3.1.3.

Suppose that uk ∈ Ω(C) converge to u0 and assume, by way of contradiction, that xuk
remains bounded. Hence we may suppose that there is x0 ∈ Rn with xuk → x0. Then the
equality

A(uk)xuk = −
[
Cuk + d

]
lead for k →∞ to

A(u0)xu0 = −
[
Cu0 + d

]
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contradicting assumption (i). We have shown that xuk becomes unbounded for k → ∞.
Since Cuk + d→ Cu0 + d, we get

A(uk)
xuk

‖xuk‖
=

1

‖xuk‖
(
Cuk + d

)
→ 0.

On the other hand, every cluster point y ∈ Rn of the bounded sequence x
uk

‖xuk‖
satisfies

‖y‖ = 1 and (3.19) follows.

Example 3.2.16. Consider again Example 3.1.4. In order to describe the control sets,
we first check the controllability rank condition (3.9) for |u| 6= 1

2
. By (3.1.4)

B′(u) = C +Bxu =

[
0

1

]
+

u

4u2 − 1

[
2 0

0 2

][
1

−2u

]
=

1

4u2 − 1

[
2u

−1

]
,

and hence

(4u2 − 1) [B′(u), A(u)B′(u)] =

[
2u

−1
,

[
2u 1

1 2u

][
2u

−1

]]
=

[
2u 4u2 − 1

−1 0

]
.

Thus the rank condition (3.9) holds in every equilibrium (xu, yu) with |u| 6= 1
2
.

Next we discuss the control sets for several control ranges given by a compact interval.
- Let Ω = [u∗, u

∗] with 1
2
< u∗ < u∗. Then the set of equilibria is given by the compact

subset {(xu, yu) | u ∈ [u∗, u
∗]} ⊂ B3. By Theorem 3.2.6 there is a single control set D3

with (xu, yu) ∈ int(D3) for all u ∈ (u∗, u
∗).

- Let Ω = [u∗, u
∗] with u∗ < u∗ < −1

2
. Then the set of equilibria is given by the compact

subset {(xu, yu) | u ∈ [u∗, u
∗]} ⊂ B2. By Theorem 3.2.6 there is a single closed control set

D2 with (xu, yu) ∈ int(D2) for all u ∈ (u∗, u
∗).

- Let Ω = [u∗, u
∗] with −1

2
< u∗ < u∗ < 1

2
. Then the set of equilibria is given by the

compact subset {(xu, yu) | u ∈ [u∗, u
∗]} ⊂ B1. By Theorem 3.2.6 there is a single control

set D1 with (xu, yu) ∈ int(D1) for all u ∈ (u∗, u
∗).

- Let Ω = [−1, 1]. Then the connected components of the set E0 of equilibria are

C1 =

{
(xu, yu)

∣∣∣∣ u ∈ (−1

2
,
1

2

)}
, C2 =

{
(xu, yu)

∣∣∣∣ u ∈ (−1,−1

2

)}
,

C3 =

{
(xu, yu)

∣∣∣∣ u ∈ (1

2
, 1

)}
,

and there are control sets Di with Ci ⊂ int (Di) for i = 1, 2, 3. Since these sets of equilibria
are unbounded, the control sets are unbounded also.

We claim that they are pairwise different. For the proof, first observe that B1 and B3

are contained in O−(xu), for all xu ∈ B2, because Lemma 3.2.9 (i) implies O−(xu) = Rn.

Moreover, B1 and B2 are contained in O+(xu), for all xu ∈ B3, because Lemma 3.2.9 (ii)
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implies O+(xu) = Rn. It follows that one can steer the system from D3 to D1 and from
D1 to D2.

The control set D2 is different from D1 and D3.

For the proof, we first show that for x−1 =
(
−1

3
,−2

3

)
∈ B2 the reachable set satisfies

O+(x−1) ⊂
[
−1

3
,−∞

)
×
[
−2

3
,−∞

)
. In fact, for the right hand of the system equation in

x−1 one finds for u ∈ (−1, 1)

2u− 1

3
+

(
−2

3

)
≤ −2

1

3
u− 2

3
= −2

3
(1 + u) < 0

−1

3
+ 2u

(
−2

3

)
+ u = −1

3
+ u

(
−2

2

3
+ 1

)
= −1

3
− u1

3
= −1

3
(1 + u) < 0.

Consider a solution ϕ(t, x−1, u) := (ϕ1(t, x−1, u), ϕ2(t, x−1, u)), t ≥ 0, with control values
u(t) ∈ (−1, 1) and define

τ := sup

{
t ≥ 0

∣∣∣∣ ϕ1(s, x−1, u) ≤ −1

3
and ϕ2(s, x−1, u) ≤ −2

3
for all s ∈ [0, t]

}
.

If τ <∞, then one finds for every v ∈ (−1, 1)

2vϕ1(τ, x−1, u) + ϕ2(τ, x−1, u) ≤ −2
1

3
v − 2

3
= −2

3
(1 + u) < 0

ϕ1(τ, x−1, u) + 2vϕ2(τ, x−1, u) + v ≤ −1

3
+ v

(
−2

2

3
+ 1

)
= −1

3
(1 + v) < 0.

This contradicts the definition of τ . It follows that τ =∞.
This shows that for any solution starting in x−1 the first component of the solution

cannot increase above −1
3
and the second component cannot increase above −2

3
(this holds

for controls with values in (−1, 1) and then also for all controls with values in [−1, 1]).
Hence one cannot steer the system from x−1 ∈ B′2 to B1 and to B3. This implies that
D2 6= D1, D3.

The control set D1 is different from D3.

For the proof, we have to show that one cannot steer the system from D1 to D3. This
follows using the phase portrait, cf. Proposition 3.1.1 and the result on asymptotics of the
branches:

For constant u the phase portrait of the affine system coincides with the phase portrait
of the linear system shifting the origin to xu; cf. Proposition 3.1.1. Consider an initial
point in B1. Since the branch B3 lies below the diagonal diag1 := {(z1, z2) ∈ R2 | z2 = z1}
and on the right of the diagonal diag2 := {(z1, z2) ∈ R2 | z2 = −z1}, it suffices to show
that for every constant control u the trajectory ϕ(·, x, u) remains above diag1 or to the
right of diag2.

In Mohler [32, Fig. 1] the phase portraits are sketched for u = −1 and u = 1. For
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u ∈ [−1,−1
2
) and for u ∈ (−1

2
, 1] the phase portrait are analogous. For u ∈

(
−1,−1

2

)
the

equilibrium xu ∈ B2 is stable and the eigenspace for the eigenvalue λ1(u) is given by diag1

shifted to xu and the trajectories approach xu tangential to this subspace. Hence the trajec-
tories ϕ(·, x, u) remain above diag1. For u ∈

(
1
2
, 1
)
the equilibrium xu ∈ B3 is totally un-

stable and the trajectories approach xu for time tending to −∞ tangential to this subspace.
Here the trajectories ϕ(·, x, u) remain on the right of diag2. For u ∈

(
−1

2
, 0
)
the equilib-

rium xu ∈ B1∩{(z1, z2) ∈ R2 | z1, z2 > 0} is hyperbolic and the unstable manifold is diag1

shifted to xu and the stable manifold is diag2 shift to xu. Hence the trajectories ϕ(·, x, u) re-
main above diag1. For u ∈

(
0, 1

2

)
the equilibrium xu ∈ B1∩{(z1, z2) ∈ R2 | z1 < 0, z2 > 0}

is hyperbolic and the unstable manifold is diag1 shifted to xu and the stable manifold is
diag2 shifted to xu. Hence the trajectories ϕ(·, x, u) remain to the right of diag2. This
concludes the proof that one cannot steer the system from B1 to B3 and hence also not
from D1 to D3.

This concludes the discussion of the example.

Next we take up the linear oscillator from Example 2.2.16 and consider an associated
affine control system. We will show that there are two unbounded control sets.

Example 3.2.17. Consider the affine control system given by

ẍ+ 3ẋ+ (1 + u(t))x = u(t) + d with u(t) ∈ [−ρ, ρ],

where ρ ∈
(
1, 5

4

)
and d ∈ R. Hence the system equation has the form[

ẋ

ẏ

]
=

[
0 1

−1 −3

][
x

y

]
+ u(t)

[
0 0

−1 0

][
x

y

]
+ u(t)

[
0

1

]
+

[
0

d

]
.

For the equilibria with u 6= −1 we find[
xu

yu

]
= −

[
0 1

−1− u −3

]−1 [
0

u+ d

]
=

[
3

1+u
1

1+u

−1 0

][
0

u+ d

]
=

[
d+u
1+u

0

]
. (3.20)

This yields that the connected components of the set E0 of equilibria are

C1 =

{[
d+u
1+u

0

]∣∣∣∣∣ u ∈ (−ρ,−1)

}
, C2 =

{[
d+u
1+u

0

]∣∣∣∣∣ u ∈ (−1, ρ)

}
.

For d = 1 there is a single equilibrium given by (xu, yu)
> = (1, 0)> for every u 6= −1.

Henceforth we assume d 6= 1.
Let d < 1. Then for u ∈ [−ρ,−1) one obtains d+ u < 1 + u < 0, and for u ∈ (−1, ρ]
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one obtains 1 + u > 0, hence

C1 =

{[
x

0

]∣∣∣∣∣ x ∈
(
d− ρ
1− ρ

,∞
)}

, C2 =

{[
x

0

]∣∣∣∣∣ x ∈
(
−∞, d+ ρ

1 + ρ

)}
.

Let d > 1. Then u ∈ [−ρ,−1) yields 1 + u < 0 and u ∈ (−1, ρ] yields 1 + u > 0, hence

C1 =

{[
x

0

]∣∣∣∣∣ x ∈
(
−∞, d− ρ

1− ρ

)}
, C2 =

{[
x

0

]∣∣∣∣∣ x ∈
(
d+ ρ

1 + ρ
,∞
)}

.

Note that C1 ∩ C2 = ∅ for all d. The equilibria in C1 are hyperbolic, since here λ1(u) <

0 < λ2(u) with λ2(u) → 0 for u → −1. The equilibria in C2 are stable nodes since here
λ1(u) < λ2(u) < 0.

Next we check the assumptions of Theorem 3.2.15. For u0 = −1 the matrix

A(−1) =

[
0 1

0 −3

]

has the eigenvalue λ0 = 0 with eigenspace R × {0}, and ImA(−1) = {(y,−3y) | y ∈ R}.
Furthermore

Cu0 + d =

[
0

1

]
(−1) +

[
0

d

]
=

[
0

d− 1

]
is not in the range of A(−1). This verifies assumption (i) in Theorem 3.2.15. In order
to check the rank condition (3.9) we compute for u 6= −1

B′(u) = C +B

[
xu

yu

]
=

[
0

1

]
+

[
0 0

−1 0

][
d+u
1+u

0

]
=

[
0

1−d
1+u

]
,

A(u)B′(u) =

[
0 1

−1− u −3

][
0

1−d
1+u

]
=

[
1−d
1+u

−3 1−d
1+u

]
.

Hence rank [B′(u), A(u)B′(u)] = 2 for u 6= −1. Theorem 3.2.15 implies that there are
unbounded control sets Di containing the equilibria in Ci, i = 1, 2, in the interior. For
uk → u0 = −1, the equilibria (xuk , yuk) = (xuk , 0) become unbounded for k →∞ and

(xuk , 0)

‖(xuk , 0)‖
∈ kerA(−1) ∩ S1 =

{[
1

0

]
,

[
−1

0

]}
for all k.

In the simple case considered here, the latter assertion is already clear by formula (3.20)
for the equilibria.

While the asymptotic stability of the equilibria in C2 implies that one can steer the
system from C1 to C2, the converse does not hold, which follows by inspection of the phase
portraits for the controls in [−ρ,−1] and [−1, ρ] . It follows that D1 6= D2.
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3.3 Control sets for hyperbolic systems

In this section we present definitions of hyperbolicity and uniform hyperbolicity for
affine control systems and show that hyperbolic and uniformly hyperbolic systems have a
unique control set with nonvoid interior and it is bounded. Furthermore, there is a unique
bounded chain control set.

Recall the definition of Floquet exponents for homogeneous periodic differential equa-
tions in (1.10) determining the exponential growth behavior of the solutions. For any
τ -periodic control, the homogeneous part (3.2) of affine control system (3.1) is of this
form, hence we can define corresponding Floquet exponents. They are determined by
the Floquet multipliers which are the eigenvalues of the principal fundamental matrix
Φu(τ, 0). Recall also that the system semigroup S of the affine control system has nonvoid
interior in the system group G.

Definition 3.3.1. (i) For an affine control system of the form (3.1), the Floquet spec-
trum is the following set ΣFl of Floquet exponents of the homogeneous part (3.2)
for controls u ∈ Upc corresponding to an element g(u) ∈ int(S),

ΣFl =

{
λ =

1

τ
log |ρ|

∣∣∣∣ ρ ∈ spec(Φu(τ, 0)) ∩ R with g(u) ∈ Sτ ∩ int(S)

}
.

(ii) The affine control system (3.1) is hyperbolic if 0 6∈ ΣFl. Otherwise, the system is
called nonhyperbolic.

Remark 3.3.2. For homogeneous bilinear control system we have recalled in Definition
2.2.12 the Floquet spectrum ΣFl(PD) of control sets PD with nonvoid interior in projective
space Pn−1. Such control sets exist, in particular, if the accessibility rank condition on Pn−1

holds. We will not always need this rank condition, hence Definition 3.3.1 does not refer
to control sets in Pn−1. Furthermore, it will suffice to require the hyperbolicity condition
only for elements g in the interior of the system semigroup S of the affine control system.
If system (3.1) reduces to a homogeneous bilinear control system, (i.e., C = 0 and d = 0),
the system semigroup S actually is the system semigroup RShom of this system on Rn\{0}.
Under the accessibility rank condition on Pn−1, Remark 2.2.13 characterizes the Floquet
spectrum ΣFl(PD) using g ∈ RShom with πP(g) ∈ int(PShom), while the Floquet spectrum
from Definition 3.3.1 considers g ∈ int(RShom).

Remark 3.3.3. Observe that the hyperbolicity condition 0 6∈ ΣFl for the affine control
system (3.1) is almost complementary to our condition for the existence of control sets
with nonvoid interior in Rn\{0} for its homogeneous part: This is guaranteed by Theorem
2.2.15 if 0 ∈ int(ΣFl(SDi)).
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Theorem 3.3.4. Suppose that the system group G of the affine control system (3.1) acts
transitively on Rn and that (3.1) is hyperbolic. Then there is a unique control set D with
nonvoid interior. For every g ∈ int(S) there is a unique x ∈ Rn with x = gx and

D = {x ∈ Rn | there is g ∈ int(S) with x = gx} .

Proof. Let g = g(u) ∈ Sτ ∩ int(S). By hyperbolicity, 0 is not a Floquet exponent, and
hence 1 is not an eigenvalue of the principal fundamental solution Φu(τ, 0). Proposition
1.2.1 (i) implies that there is a unique τ -periodic solution starting in some x ∈ Rn, hence
gx = x by Lemma 1.4.1. By Proposition 1.3.2 (ii) it follows that x ∈ int(D) for some
control set D. In order to show that D does not depend on g, consider g, h ∈ int(S)

of the form (1.14) and the continuous path p constructed in Lemma 1.3.4 and recall
Remark 1.3.5. Denote the unique fixed point of gα by xα. For every α ∈ [σ, 2σ + τ ],

there is a control set Dα with xα ∈ int(Dα), again by hyperbolicity. Since gα and the
periods τα depend continuously on α, Proposition 1.2.1 (iii) implies that also xα depends
continuously on α. Suppose that xα∗ ∈ ∂D for some α∗ ∈ [σ, 2σ + τ ], as xα∗ ∈ int(Dα∗)

there is a neighborhood N of xα∗ such that N ⊂ Dα∗ and N ∩D 6= ∅, this implies that
Dα∗ = D. Therefore, p ([σ, 2σ + τ ]) ⊂ D.

Example 3.3.5. Consider the affine control system (3.16) of the Example 3.2.14. The
matrices Φu(τ, 0) are given by

Φu(τ, 0) =

 e

n∑
i=1

(τi(a11+uib11))
0

0 e

n∑
i=1

(τi(a22+uib22))


where ui ∈ Ω = [u∗, u

∗], with u∗ < 0 < u∗ and τ =
n∑
i=1

τi. By assumption of example we

have that a11 + ub11, a22 + ub22 6= 0, for all u ∈ Ω. Note that,

ΣFl ⊂
{
λ =

1

τ
log | ρ |

∣∣∣∣ ρ ∈ spec(Φu(τ, 0)) ∩ R
}
,

so

ΣFl ⊂

{
1

τ
log

∣∣∣∣∣e
n∑
i=1

(τi(a11+uib11))

∣∣∣∣∣
∣∣∣∣∣ u ∈ Ω

}
∪

{
1

τ
log

∣∣∣∣∣e
n∑
i=1

(τi(a22+uib22))

∣∣∣∣∣
∣∣∣∣∣ u ∈ Ω

}

=

{
1

τ

n∑
i=1

(τi(a11 + uib11))

∣∣∣∣∣ u ∈ Ω

}
∪

{
1

τ

n∑
i=1

(τi(a22 + uib22))

∣∣∣∣∣ u ∈ Ω

}

since one of these holds, a11 + ub11) < 0 for all u ∈ Ω or a11 + ub11) > 0 for all u ∈ Ω,

so zero not in the first set in the union, by same arguments zero not is in the second set
in the union. Thus 0 6∈ ΣFl of the system (3.16), and by Theorem 3.3.4 the system has a
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unique control set.

The question arises if the control set D is bounded. We will give a positive answer
provided that the following uniform hyperbolicity condition holds assuming that the con-
trol range Ω is a compact and convex neighborhood of the origin in Rm and hence, for
system (1.6), the control flow Ψ

Ψ : R× Rn × Upc −→ Rn × Upc
(t, x, u) 7−→ (ϕ(t, x, u),Θtu)

is well defined (cf. Section 1.1).

Definition 3.3.6. The homogeneous bilinear control system (1.6) is uniformly hyper-
bolic if the vector bundle Rn×U can be decomposed into the Whitney sum of two invariant
subbundles V1 and V2 such that the restrictions Ψ1 and Ψ2 of the control flow Ψ to V1

and V2, respectively, satisfy for constants α > 0 and K ≥ 1 and for all (xi, u) ∈ V i

‖ϕ(t, x1, u)‖ =
∥∥Ψ1

t (x1, u)
∥∥ ≤ Ke−αt ‖x1‖ for t ≥ 0,

‖ϕ(t, x2, u)‖ =
∥∥Ψ2

t (x2, u)
∥∥ ≤ Keαt ‖x2‖ for t ≤ 0.

Then, for i = 1, 2 , one obtains that V i(u) := {x ∈ Rn | (x, u) ∈ V i} is a subspace of
Rn and its dimension is independent of u ∈ U . For all u ∈ U

Rn = V1(u)⊕ V2(u) and ϕ(t, xi, u) ∈ V i(u(t+ ·)) for all t ∈ R,

hence, for x = x1 + x2 with xi ∈ V i(u) and Φi
u(t, s) := Φu(t, s)|Vi(u(s+·)) for t, s ∈ R,

ϕ(t, x, u) = ϕ(t, x1, u) + ϕ(t, x2, u) and Φu(t, s) = Φ1
u(t, s) + Φ2

u(t, s).

The uniform hyperbolicity condition above implies that system (3.1) is hyperbolic in
the sense of Definition 3.3.1. This follows since the τ -periodic controls yield for corre-
sponding τ -periodic trajectories ϕ(·, x, u) with (x, u) ∈ V1 Floquet exponents which are
equal to or less than −α, and for those with (x, u) ∈ V2 Floquet exponents which are
equal to or greater than α.

Lemma 3.3.7. Suppose that the uniform hyperbolicity assumption holds. Then there is
c > 0 such that for (x1, u) ∈ V1 and (x2, u) ∈ V2

‖ϕ(t, x1, u)‖ ≤ K ‖x1‖+
Kc

α
for t ≥ 0, ‖ϕ(t, x2, u)‖ ≤ K ‖x2‖+

Kc

α
for t ≤ 0.

Proof. Denote the projections of Rn to V1(u) by Pu and choose c > 0 such that

‖Pu‖ ‖Cv + d‖ ≤ c
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for all u ∈ U , v ∈ Ω. By the invariance of V1,

Pu(t+·)Φu(t, s) = Φu(t, s)Pu(s+·),

and hence

ϕ(t, x1, u) = Pu(t+·)ϕ(t, x1, u) = Pu(t+·)Φu(t, 0)x1 +

∫ t

0

Pu(t+·)Φu(t, s)[Cu(s) + d]ds

= Φ1
u(t, 0)x1 +

∫ τ

0

Φ1
u(t, s)Pu(s+·)[Cu(s) + d]ds.

Then it follows for all u ∈ U and t ≥ 0 that

‖ϕ(t, x1, u)‖ ≤
∥∥Φ1

u(t, 0)x1

∥∥+

∫ t

0

∥∥Φ1
u(t, s)Pu(s+·)[Cu(s) + d]

∥∥ ds
≤ Ke−αt ‖x1‖+Kc

∫ t

0

e−α(t−s)ds ≤ K ‖x1‖+
Kc

α
.

The second assertion follows analogously.

The next theorem establishes as claimed that the control set is bounded under the
uniform hyperbolicity assumption.

Theorem 3.3.8. Suppose that the accessibility rank condition holds for the affine control
system (3.1) and that the homogeneous part satisfies the uniform hyperbolicity condition
in Definition 3.3.6. Then the unique control set D with nonvoid interior is bounded.

Proof. We show that int(D) is bounded. This will yield the assertion, since the accessi-
bility rank condition implies that D ⊂ int(D). Fix x ∈ int(D) and consider an arbitrary
point y ∈ int(D) = O+(x)∩O−(x). Thus there are controls u1, u2 ∈ U and times t1, t2 > 0

with y = ϕ(t1, x, u
1) and y = ϕ(−t2, x, u2). Define

u(t) =

{
u1(t) for t ∈ [0, t1]

u2(t) for t ∈ [−t2, 0)
,

and extend u to a (t1 + t2)-periodic function on R. Thus y = ϕ(t1, x, u) = ϕ(−t2, x, u) and
u(t1+t2+t) = u(t) for all t ∈ R. In particular, with t′ := t−t2, we get u(t1+t′) = u(−t2+t′)

for all t′ ∈ R, that is, u(t1 + ·) = u(−t2 + ·) in U implying

V i(u(t1 + ·)) = V i(u(−t2 + ·)) for i = 1, 2. (3.21)

We decompose

x = x1 ⊕ x2 with xi ∈ V i(u) and y = y1 ⊕ y2 with yi ∈ V i(u(t1 + ·)) for i = 1, 2.
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The invariance of the complementary subbundles V i shows that

y1 = ϕ(t1, x1, u) = ϕ(−t2, x1, u) and y2 = ϕ(t1, x2, u) = ϕ(−t2, x2, u),

and by (3.21) one gets the decompositions conforming to V1(u(t1 + ·))⊕ V2(u(t1 + ·)) =

V1(u(−t2 + ·))⊕ V2(u(−t2 + ·)), so

y = ϕ(t1, x1, u)⊕ ϕ(t1, x2, u) = ϕ(−t2, x1, u)⊕ ϕ(−t2, x2, u)

with

ϕ(t1, x1, u) ∈ V1(u(t1 + ·)), ϕ(t1, x2, u) ∈ V2(u(t1 + ·)),

ϕ(−t2, x1, u) ∈ V1(u(−t2 + ·)), ϕ(−t2, x2, u) ∈ V2(u(−t2 + ·)).

By (3.21) this implies, in particular, that ϕ(t1, x2, u) = ϕ(−t2, x2, u) and ϕ(t1, x1, u) =

ϕ(−t2, x1, u). Lemma 3.3.7 implies

‖ϕ(t1, x1, u)‖ ≤ K ‖x1‖+
Kc

α
and ‖ϕ(−t2, x2, u)‖ ≤ K ‖x2‖+

Kc

α
.

Since the bounds are independent of t1 and t2 these estimates hold for all y ∈ int(D) and
hence int(D) is bounded.

This result implies that the only control set of the affine control system in the Example
(3.16) is bounded .

Example 3.3.9. Consider the affine control system (3.16) of the Example 3.2.14. In the
Example 3.3.5 we proved that the system have a unique control set with nonvoid interior.
Now we will prove that these control set is bounded.

There are three possibilities for λ1(u) and λ2(u) :

i) λ1(u) < 0 < λ2(u);

ii) λ1(u), λ2(u) < 0;

iii) 0 < λ1(u), λ2(u).

(i) Define invariant subbundles V1 = (R× {0})× Upc and V2 = ({0} × R)× Upc.
Let α = min

u∈Ω
{‖λ1(u)‖, ‖λ2(u)‖} .

For ((x, 0), u) ∈ V1

‖ϕ(t, (x, 0), u)‖ = ‖
(
etλ1(u)x, 0

)
‖

=
√
e2tλ1(u)x2

= etλ1(u)‖(x, 0)‖,
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and for ((0, y), u) ∈ V2 we have ‖ϕ(t, (0, y), u)‖ = etλ2(u)‖(0, y)‖. Then, λ1(u) ≤ −α <

α < λ2(u), so etλ1(u) ≤ e−αt, for all t ≥ 0 and etλ2(u) ≤ eαt, for all t ≤ 0. Furthermore, in
this case the system is uniformly hyperbolic taking K = 1.

(ii) Take V1 = R×Upc, V2 = {0}×Upc, α = min
u∈Ω
{‖λ1(u)‖, ‖λ2(u)‖} and K = 1. Note

that λi(u) < −α for all u ∈ Ω. For all ((x, y), u) ∈ V1 one has

‖ϕ(t, (x, y), u)‖ =
√
e2tλ1(u)x2 + e2tλ2(u)y2

≤
√
e−2tαx2 + e−2tαy2

= e−tα‖(x, y)‖

for all t ≥ 0. And for (0, u) ∈ V2, one has ‖ϕ(t, (0, 0), u)‖ = 0, for all t ≤ 0. Therefore,
the system is uniformly hyperbolic.

(iii) In this case the system is uniformly hyperbolic and the proof is analogous to (ii)
for V1 = {0} × Upc, V2 = R× Upc, α = min

u∈Ω
{‖λ1(u)‖, ‖λ2(u)‖} and K = 1.

Now we will to determine a bounded set that contains the control set of the system
(3.16).

Denote by xM and xm the maximum and minimum values of xu, respectively, and ym
and yM the maximum and minimum values of yu, respectively (see the Example 3.2.14).

For every (x, y) ∈ R2 \ {[xm, xM ]× [ym, yM ]} there cannot be a control set containing
(x, y).

Let (x, y) ∈ R2 \ {[xm, xM ]× [ym, yM ]} , such that x < xm. As det(A+ uB) 6= 0 for all
u ∈ Ω, then λ1(u) and λ2(u) are no zero. Let t ≥ 0, one hasetλ1(u) ≤ 1⇒ etλ1(u)(x− xu) + xu ≥ x, ∀ u ∈ Ω, if λ1(u) < 0 ∀ u ∈ Ω.

etλ1(u) ≥ 1⇒ etλ1(u)(x− xu) + xu ≤ x, ∀ u ∈ Ω, if λ1(u) > 0 ∀ u ∈ Ω.

Suppose that λ1(u) > 0 for all u ∈ Ω, and consider (α0, β0) = ϕ(t0, (x, y), u0) with t0 > 0,

then α0 < x. Let ε = |x − α0|. If ((αn, βn))n∈N = (ϕ(tn, (α0, β0), un))n∈N is a sequence
of points of O+(α0, β0), then xn ≤ α0 and αn 6∈

(
x− ε

2
, x+ ε

2

)
, for all n ∈ N. Then

the sequence ((αn, βn))n∈N does not converge to (x, y). As the sequence is arbitrary, we
conclude that (x, y) 6∈ O+(α0, β0) to any point (α0, β0) ∈ O+(x, y). Therefore, there cannot
be a controllable set that contains (x, y).

Next we present a particular example of the example above of a hyperbolic affine
system.

Example 3.3.10. Consider the system with control range Ω = [−1, 1], given by

ẋ = 2x+ u(t)x+ 3u(t) + 3 (3.22)

ẏ = −2y + u(t)y + 3u(t).
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Hence

A =

(
2 0

0 −2

)
, B =

(
1 0

0 1

)
, C =

(
3

3

)
, d =

(
3

0

)
.

The eigenvalue of A(u) = A+uB are given by λ1(u) = 2+u ≥ 1 and λ2(u) = −2+u ≤ −1,

respectively. Thus the system is uniformly hyperbolic with V1 = ({0} × R) × U and
V2 = (R × {0}) × U . By Example 3.3.9 the unique control set with nonvoid interior is
contained in D = [−3, 0]× [−1, 3]. Indeed, the equilibria are given by

0 = (2 + u)x+ 3u+ 3, and 0 = (−2 + u)y + 3u,

hence
xu = −3u+ 3

2 + u
and yu =

3u

2− u
.

The maps u 7→ xu and u 7→ yu are monotonically decreasing and increasing, respectively,
since

d

du
xu =

−3(2 + u) + 3u+ 3

(2 + u)2
=

−3

(2 + u)2
< 0,

d

du
yu =

3(2− u) + 3u

(2− u)2
=

6

(2− u)2
> 0.

This implies that the set of equilibria is contained in

[x1, x−1]× [y−1, y1] = [−3, 0]× [−1, 3].

Note that the set of equilibria is not contained in a straight line, since (x0, y0) = (−3
2
, 0)

is not on the line y = −4
3
x− 1 through (x−1, y−1) = (0,−1) and (x1, y1) = (−3, 3).

The solution for constant u and initial value (x, y)> has the form

ϕ1(t, x, u) = eλ1(u)t(x− xu) + xu, ϕ2(t, y, u) = eλ2(u)t(y − yu) + yu. (3.23)

Inspection of the phase portraits for u = −1 and u = 1 show that one can approximately
reach (with a combination of these controls) from any point (x, y)> ∈ (−3, 0) × [−1, 3]

any other point in this set, while this is not possible from points (−3, y)>, (0, y)> with
y ∈ [−1, 3]. Hence the unique control set is D = (−3, 0)× [−1, 3].

In the figure 3.4, the red curve represent the set of equilibrium points and blue rectangle
the control set of the system (3.22).

Using similar arguments, one can also show that E = D = [−3, 0] × [−1, 3] is the
unique chain control set.
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Figure 3.4: Control set of the system (3.22)

In general, for a system of the form (3.16), with λ1(u) < 0 < λ2(u) or λ2(u) < 0 <

λ1(u), by inspecting the phase portraits, we can prove that the unique control set is
[xm, xM ]× (ym, yM) or (xm, xM)× [ym, yM ].

Now we turn to the chain control sets. It turns out that under the uniform hyperbol-
icity condition there is a unique bounded chain control set and it is given by the closure
of the control set with nonvoid interior. This is based on a shadowing lemma established
in Colonius and Du [12].

Theorem 3.3.11. Assume that the affine control system (3.1) satisfies the accessibility
rank condition, and the homogeneous part (3.2) satisfies the uniform hyperbolicity condi-
tion in Definition 3.3.6. Then there is a unique bounded chain control set E given by the
closure D of the control set D with nonvoid interior.

Proof. Step 1. We show that E := D is a chain control set. Every control set with
nonvoid interior is contained in a chain control set, hence there exists a chain control
set E ′ with D ⊂ E ′ and also E ′ has nonvoid interior. By the uniform hyperbolicity
assumption and the accessibility rank condition, E ′ must be the closure of a control set
D′ by [12, Theorem 3]. Since int(D) ⊂ E ′ there is x ∈ D′ ∩D implying D′ = D.

Step 2. For each u ∈ U and each bounded chain control set E ′, we define the u-fiber
of E ′ by

E ′(u) = {x ∈ Rn | ϕ(R, x, u) ⊂ E ′} and let U(E ′) = {u ∈ U | E ′(u) 6= ∅}.
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We prove that U(E ′) is closed in U ⊂ L∞(R,Rm) in the weak∗ topology. Indeed, assume
that uk ∈ U(E ′), k ∈ N, and uk → u ∈ U . Consider points xk ∈ E ′(u). By compactness
of E ′, we may assume that xk → x ∈ E ′. By continuity of ϕ in (x, u) it follows that
ϕ(t, x, u) ∈ E ′ for all t ∈ R implying E ′(u) 6= ∅ or, equivalently, u ∈ U(E ′).

Step 3. We prove that U(E) = U for the chain control set E = D. Let u ∈ U be an
arbitrary control and fix k ∈ N. Then there are piecewise constant 2k-periodic controls
uk,i ∈ Upc with uk,i[−k,k] → u[−k,k] in the weak∗ topology of L∞([−k, k];Rm). We may choose
these controls such that g(uk,i(−k+·)) ∈ int(S). Then 1 is not an eigenvalue of Φuk,i(k,−k)

since otherwise 0 = 1
2τ

log 1 is a Floquet exponent contradicting the uniform hyperbolicity
assumption. Thus

x(uk,i) = (I − Φuk,i(k,−k))−1

∫ k

−k
Φuk,i(k, s)[Cu

k,i(s) + d]ds

is well defined yielding a unique 2k-periodic solution. Since g(uk,i(−k + ·)) ∈ int(S),

Proposition 1.3.2(ii) shows that this solution is contained in the interior of a control set,
hence, by Theorem 3.3.4, in the interior of D. In particular, the value at t = 0 of this
solution, denoted by yk,i, is contained in D ⊂ E. Since E is compact, we may assume that
yk,i converges for i → ∞ to an element yk ∈ E. Thus ϕ(t, yk,i, uk,i) ∈ E for t ∈ [−k, k]

and by continuity of ϕ(t, ·, ·) implies that ϕ(t, yk,i, uk,i)→ ϕ(t, yk, uk) for t ∈ [−k, k]. The
points yk have a cluster point y0 ∈ E for k → ∞, and continuous dependence on the
initial value implies that ϕ(t, y0, u) ∈ E for all t ∈ R.

Step 4. Assume that E ′ is a bounded chain control set, different (and hence disjoint)
from E. Then there are x ∈ E ′ and u ∈ U with ϕ(R, x, u) ⊂ E ′. By Step 3 there is y ∈ E
with ϕ(t, y, u) ∈ E for all t ∈ R. Then

‖ϕ(t, x, u)− ϕ(t, y, u)‖ = ‖Φu(t, 0)(x− y)‖ .

Since Φi
−t(u, xi) = (Φi

t(u, xi))
−1 for t ∈ R and i = 1, 2, uniform hyperbolicity implies that

this converges to ∞ as t→∞ or as t→ −∞ contradicting the fact that both E and E ′

are bounded.

3.4 Affine control systems and projective spaces

In this section we will embedded of the affine control system (3.1) to homogeneous
bilinear control system on Rn+1 and then projects the system on projective space Pn, we
write the projective space as the disjoint union of two subset Pn,1 isomorphic to Rn, and
Pn,0 isomorphic to Pn−1, the projected system of homogeneous bilinear control system
on Rn+1 is invariant on each one these subsets and its control sets contained in Pn,1 are
in bijection with the control sets of the affine control system (3.1) and its control sets
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contained in Pn,0 are in bijection with the control sets of the homogeneous part (3.2).
Systems (3.1) and (3.2) can be embedded into a homogeneous bilinear control system

in Rn+1 of the form[
ẋ(t)

ż(t)

]
=

[
A d

0 0

][
x(t)

z(t)

]
+

m∑
i=1

ui(t)

[
Bi ci

0 0

][
x(t)

z(t)

]
. (3.24)

Denote the solutions of (3.24) with initial condition (x(0), z(0)) = (x0, z0) ∈ Rn × R by
ψ(t, (x0, z0) , u), t ∈ R. For initial condition of the form (x0, 0) or (x0, 1) , the solution
ψ (t, (x0, z0) , u) is related to solution of the system (3.1) or of the system (3.2). Denote
the solution of the system (3.1) with initial condition x0 and control u by ϕ(t, x0, u) and
the solution of the system (3.2) by ϕhom(t, x0, u).

For initial values of the form (x0, 1) ∈ Rn+1 one finds for (3.24)

ẋ(t) = Ax(t) +
m∑
i=1

ui(t) (Bix(t) + ci) + d, ż(t) = 0,

and hence
ψ
(
t,
(
x0, 1

)
, u
)

=
(
ϕ(t, x0, u), 1

)
∈ Rn+1. (3.25)

For initial values of the form (x0, 0) ∈ Rn+1 one finds

ẋ(t) = Ax(t) +
m∑
i=1

ui(t)Bix(t), ż(t) = 0,

and hence
ψ
(
t,
(
x0, 0

)
, u
)

=
(
ϕhom

(
t, x0, u

)
, 0
)
∈ Rn+1. (3.26)

Thus the trajectories (3.25) and (3.26) are copies of the trajectories of (3.1) and of its
homogeneous part (3.2), respectively, obtained by adding a trivial (n+ 1) st. component.
Note that αψ (t, (x0, 1) , u) = (αϕ (t, x0, u) , α) for α ∈ R. In general, αϕ (t, x0, u) 6=
ϕ (t, αx0, u) , and for initial values of the form (x0, z0) ∈ Rn+1 with z0 6= 0, 1 the solutions
of (3.24) are not related to those of (3.1) or (3.2).

In order to distinguish explicitly between control sets and chain control sets referring
to the affine control system and its homogeneous part, we will mark the latter by the
suffix “hom” in this section.

An immediate consequence of the formulas above is the following proposition.

Proposition 3.4.1. (i) A subset D ⊂ Rn is a control set of (3.1) if and only if the set
D1 := {(x, 1) | x ∈ D} is a control set of (3.24) in Rn+1 \ {0}.

(ii) A subset RD
hom ⊂ Rn \ {0} is a control set of (3.2) if and only if the set D0 :=

{(x, 0)
∣∣ x ∈ RD

hom} is a control set of (3.24) in Rn+1 \ {0}.
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Observe that the control sets D1 and D0 of system (3.24) considered in Proposition
3.4.1 are contained in the invariant affine hyperplanes Rn×{1} and Rn×{0}, respectively.
In particular, all control sets D1 and D0 have void interiors.

Next we discuss associated systems in projective spaces. Recall that Pn−1 = (Rn \
{0})/ ∼, where ∼ is the equivalence relation x ∼ y if y = λx with some λ 6= 0. An atlas of
Pn−1 is given by n charts (Ui, ψi), where Ui is the set of equivalence classes [x1 : · · · : xn]

with xi 6= 0 (using homogeneous coordinates) and ψi : Ui → Rn−1 is defined by

ψi([x1 : · · · : xn]) =

(
x1

xi
, . . . ,

x̂i
xi
, . . . ,

xn
xi

)
;

here the hat means that the i-th entry is missing. Denote by πP both projections Rn →
Pn−1 and Rn+1 → Pn.

A metric on Pn is given by defining for elements p1 = πP(x), p2 = πP(y)

d(p1, p2) = min

{∥∥∥∥ x

‖x‖
− y

‖y‖

∥∥∥∥ ,∥∥∥∥ x

‖x‖
+

y

‖y‖

∥∥∥∥} . (3.27)

Homogeneous bilinear control systems induce control systems on projective space which
we also call the projected system. In particular, one can project system (3.24) in Rn+1 to
projective space Pn. In homogeneous coordinates it is given by[

ẋ(t)

ż(t)

]
=

([
A d

0 0

]
+

m∑
i=1

ui(t)

[
Bi ci

0 0

])[
x(t)

z(t)

]
. (3.28)

Projective space Pn can be written as the disjoint union Pn = Pn,1∪̇Pn,0, where, in homo-
geneous coordinates, the levels Pn,i are given by

Pn,i := {[x1 : · · · : xn : i] | (x1, . . . , xn) ∈ Rn} for i = 0, 1.

Observe that, by homogeneity,

Pn,0 = {[x1 : · · · : xn : 0] | ‖(x1, . . . , xn)‖ = 1} .

Any trajectory of system (3.28) is obtained as the projection of a trajectory of (3.24)
with initial condition satisfying z0 = 0 or 1, since any initial value [x0

1 : · · · : x0
n : z0] with

z0 6= 0 coincides with
[
x01
z0

: · · · : x0n
z0

: 1
]
.

Loosely speaking, Pn,0 is projective space Pn−1(embedded into Pn) and Pn,1 is Pn

without Pn−1. The following observations make this more precise. As noted above, an atlas
of Pn is given by n + 1 charts (Ui, ψi). A trivial atlas for Pn,1 is given by {(Un+1, ψn+1)}
proving that Pn,1 is a manifold which is diffeomorphic to Rn. The space Pn,0 is closed in
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Pn, and the spaces Pn−1 and Pn,0 are diffeomorphic under the map

e : Pn−1 −→ Pn,0

[x1 : · · · : xn] 7−→ [x1 : · · · : xn : 0]
. (3.29)

Given x ∈ Rn and a vector v ∈ Rn = TxRn there is a smooth curve α(t) in Rn such that
α′(0) = v and α(0) = x. Hence ψ−1

n+1(α(t)) = [α(t) : 1] is a smooth curve in Pn,1 and(
ψ−1
n+1 ◦ α

)′
(t) = [α′(t) : 0].

Consider, for u ∈ Ω, the affine vector field on Rn,

Xu(x) = Ax+ d+
m∑
i=1

ui (Bix+ ci) .

The vector field in Pn,1 which is ψ−1
n+1-related with Xu is given by

(
dψ−1

n+1

)
x
Xu(x) = Xu(x).

For any trajectory ψ(t, (x0, 1) , u) = (ϕ1(t, x0, u), . . . , ϕn(t, x0, u), 1) of system (3.24) in
Rn+1 \ {0}; cf. formula (3.25), the projection to Pn,1 ⊂ Pn has homogeneous coordinates

[
ϕ1

(
t, x0, u

)
: · · · : ϕn

(
t, x0, u

)
: 1
]
. (3.30)

The ensuing proposition discusses the control sets and chain control sets in projective
spaces.

Proposition 3.4.2. Consider in Rn the affine control system (3.1), its homogeneous part
(3.2), and in Rn+1 the homogeneous bilinear control system (3.24) as well as the projected
system in Pn−1 induced by (3.2) and the system (3.28) in Pn induced by (3.24).

(i) Every control set D ⊂ Rn of the affine control system (3.1) yields a control set

PD
1 = πP (D1) of the system (3.28) in Pn via the map

Rn −→ Pn,1 ⊂ Pn

(x1, . . . , xn) 7−→ [x1 : · · · : xn : 1] .

Furthermore, D is an invariant control set if and only if PD
1 is an invariant control

set. The control set D is unbounded if and only if the boundary of PD
1 satisfies

∂ (PD
1) ∩ Pn,0 6= ∅. More precisely, if xk ∈ D with

∥∥xk∥∥ → ∞, then every cluster
point y of xk

‖xk‖ satisfies, in homogeneous coordinates,

[
xki1 : · · · : xkin : 1

]
→ [y1 : · · · : yn : 0] for a subsequence ki →∞.

(ii) Every control set PD
hom ⊂ Pn−1 of the system in Pn−1 induced by (3.2) corresponds to
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a unique control set e(PDhom) of the system (3.28) restricted to Pn,0 and conversely,
via the map (3.29). There are no further control sets in Pn,0.

(iii) Every chain control set PE
hom of the system in Pn−1 induced by (3.2) corresponds to

a unique chain control set PE
0 = e

(
PE

hom
)
of the system (3.28) restricted to Pn,0

and conversely, via the map (3.29). There are no further chain control sets in Pn,0.

Proof. (i) The formula (3.30) implies that PD
1 is a control set of the system (3.28). For

a control set D ⊂ Rn of (3.1), Proposition 3.4.1 (i) implies that the projection to Pn of
the corresponding control set D1 in Rn+1 \ {0} is given in homogeneous coordinates by

PD
1 = {[x1 : · · · : xn : 1] | (x1, . . . , xn) ∈ D} ⊂ Pn,1.

If xk ∈ D with
∥∥xk∥∥ → ∞, then PD

1 will contain the sequence with homogeneous co-
ordinates [xk1 : · · · : xkn : 1] satisfying

∥∥xki∥∥ → ∞ for some subsequence ki → ∞. Since
1

‖xki‖ → 0 for ki →∞, this sequence satisfies

[
xki1 : · · · : xkin : 1

]
=

[
xki1

‖xki‖
: · · · : xkin

‖xki‖
:

1

‖xki‖

]
→ [y1 : · · · : yn : 0] for ki →∞.

In particular, the boundary of PD
1 in Pn satisfies ∂ (PD

1) ∩ Pn,0 6= ∅.
(ii) Consider in homogeneous coordinates an element [x1 : · · · : xn] ∈ PD

hom. In local
coordinates (Ui, ψi), i ∈ {1, . . . , n}, this element is

ψi([x1 : · · · : xn]) =

(
x1

xi
, . . . ,

x̂i
xi
, . . . ,

xn
xi

)
if xi 6= 0.

Then, for any u ∈ U , the corresponding solution ϕhom(t, x, u) of the homogeneous equation
(3.2) in Rn coincides with the first n components of the solution ψ(t, (x, 0), u) of (3.24)
with initial state (x, 0). For x 6= 0, we project this solution to Pn and get in homogeneous
coordinates

[ϕhom,1(t, x, u) : · · · : ϕhom,n(t, x, u) : 0] ∈ Pn,0.

It follows that any control set PD
hom of the system induced in projective space Pn−1 by the

homogeneous part (3.2) of (3.1) yields a control set PD
0 contained in Pn,0 of the system

induced in projective space Pn by (3.24). We can also directly embed the control set

PD ⊂ Pn−1 into Pn,0 and obtain the control set PD
0 = e(PD).

Assertion (iii) follows as (ii) taking into account the metric (3.27) on Pn,0.

We remark that the assertion in Proposition 3.4.2 (ii) also holds, if the accessibility
rank condition in Pn−1 is not valid (this is the case in Example 3.5.8).
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Example 3.4.3. Consider the system (3.2.8), which 0 < ρ ∈ R and Ω = [−ρ, ρ] given by(
ẋ

ẏ

)
=

(
u 0

0 −u

)(
x

y

)
+

(
a

b

)
+ u

(
c

d

)
(3.31)

with a, b, c, d > 0.

We describe their equilibrium points (3.2.8), given by two components B1 and B2 and
the control sets C1 and C2 that contain them. If we consider the homogeneous system in
Rn+1 we have that D1

1 = C1×{1} and D1
2 = C2×{1} are control sets contains the equilibria

C1 × {1} and C2 × {1}, respectively. Then we projects this control sets in Pn and obtains
two control set given by πP (D1

1) and πP (D1
2) ,

Figure 3.5: Equilibria in Rn and in Pn

Furthermore, is we consider its homogeneous part projected in the projective space P1

we have that the system has four control sets: {[0 : 1]}, {[1 : 0]}, {[x]; 0 < x < 1} and
{[x];−1 < x < 0}.

Figure 3.6: Equilibria in Pn−1 and in Pn
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The intersection ∂ (PD
1)∩Pn,0 will be of relevance below. Hence we give it a suggestive

name.

Definition 3.4.4. For a control set D ⊂ Rn with associated control set PD
1 in Pn,1 the

set ∂∞(D) := ∂ (PD
1) ∩ Pn,0 is the boundary at infinity of D.

Proposition 3.4.2 (i) shows, in particular, that the boundary at infinity ∂∞(D) of an
unbounded control set D is nonvoid.

Remark 3.4.5. The construction of the boundary at infinity in Pn,0 of a control set in Pn,1

has some similarity to the ideal boundary used by Firer and Do Rocio [23] in the analysis
of invariant control sets for sub-semigroups of a semisimple Lie group. For ordinary
differential equations, the study of the behavior at infinity is a classical topic based on the
Poincaré sphere; cf. Perko [34, Section 3.10].

For hyperbolic systems one easily obtains the following result on the control sets in
Pn,1.

Corollary 3.4.6. Suppose that the accessibility rank condition holds for the affine control
system (3.1). If (3.1) is hyperbolic the unique control set D ⊂ Rn yields a control set PD

1

in Pn,1. If the uniform hyperbolicity property in Definition 3.3.6 holds, the control set D
is bounded in Rn and the closure of PD

1 taken in Pn satisfies πPD1 ∩ Pn,0 = ∅.

Proof. This is a consequence of Theorem 3.3.4, Theorem 3.3.8, and Proposition 3.4.2.

Next we clarify the relations between the accessibility rank conditions on the relevant
spaces. This is based on the following results in Bacciotti and Vivalda [3, Section 4].
Consider a matrix Ã ∈ Rd×d and let z = (z1, . . . , ẑi, . . . , zd) ∈ ψi(Ui). Then the projection
of the linear vector field Ãx to Pd−1 is given in local coordinates on ψi(Ui) by

Ãiz = (a1(z̄i), . . . , âi(z̄i), . . . , ad(z̄
i))> − ai(z̄i)z, (3.32)

where
z̄i = (z1, . . . , zi−1, 1, zi+1, . . . , zd) (3.33)

and a1(x), . . . , ad(x) are the d components of Ãx, i.e., Ãx = (a1(x), . . . , ad(x)). Further-
more, the Lie bracket of the projections of two linear vector fields Ã and B̃ is equal to
the projection of the Lie bracket of two linear vector fields Ã and B̃. For a family Flin

of linear vector fields on Rd, the Lie algebra generated by the projections to Pd−1 of the
vector fields in Flin is given by the projection on Pd−1 of the Lie algebra generated by Flin.

We will apply this to matrices in R(n+1)×(n+1) with u ∈ Ω of the form

Ã =

[
A d

0 0

]
+

m∑
i=1

ui

[
Bi ci

0 0

]
=

[
A+

∑m
i=1 uiBi d+

∑m
i=1 uici

0 0

]
,
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and we evaluate the vector field on Pn in a point with homogeneous coordinates

[x1 : · · · : xn : 1] ∈ Un+1 = Pn,1.

For the last component we find that an+1 (x, z) = 0, since

Ã

[
x

z

]
=

[
(A+

∑m
i=1 uiBi)x+ (d+

∑m
i=1 uici) z

0

]
.

Furthermore, for i = n+1, the vector in (3.33) has the form (x, 1) and the vector in (3.32)
is given by

Ãn+1

[
x

z

]
=

[
A+

m∑
i=1

uiBi d+
m∑
i=1

uici

][
x

1

]

=

[
A+

m∑
i=1

uiBi

]
x+

[
d+

m∑
i=1

uici

]
.

We obtain the following result on the accessibility rank conditions.

Theorem 3.4.7. (i) If the accessibility rank condition holds for affine control system
(3.1) on Rn, then the accessibility rank condition also holds for the system on the
submanifold Pn,1 ⊂ Pn induced by the bilinear system (3.24) on Rn+1.

(ii) If the accessibility rank condition holds for the system on Pn−1 induced by the ho-
mogeneous part of system (3.1), then it holds for the system on the invariant sub-
manifold Pn,0 ⊂ Pn induced by the bilinear system (3.24) on Rn+1.

(iii) If the assumptions in (i) and (ii) hold, then the system on Pn induced by the bilinear
system (3.24) on Rn+1 has two maximal integral manifolds: The manifold Pn,1 with
dimension n and the manifold Pn,0 with dimension n− 1. On both maximal integral
manifolds, the respective accessibility rank condition is satisfied.

Proof. First we compute for the linear vector fields determining control system (3.24) on
Rn+1 the corresponding vector fields on Pn in local coordinates. Consider for u ∈ Ω the
linear vector field on Rn+1 given by

Ă =

[
A d

0 0

]
+

m∑
i=1

ui

[
Bi ci

0 0

]
=

[
A+

∑m
i=1 uiBi d+

∑m
i=1 uici

0 0

]
, (3.34)

and evaluate the induced vector field on Pn in a point with homogeneous coordinates
[x1 : · · · : xn : 1] ∈ Un+1 = Pn,1. For the last component we find that an+1 (x, z) = 0, since

Ǎ (x, z)> =

((
A+

m∑
i=1

uiBi

)
x+

(
d+

m∑
i=1

uici

)
z, 0

)>
.
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Furthermore, for i = n+ 1, the vector in (3.32) is given by

Ǎn+1 (x, 1)> =

(
A+

m∑
i=1

uiBi

)
x+

(
d+

m∑
i=1

uici

)
.

Then assertion (i) follows since the vector fields for affine system (3.1) on Rn and the
local expressions for the vector fields on Pn,1 coincide.

(ii) We will compare the local coordinates for the vector fields on Pn−1 and on Pn,0 ⊂
Pn. Consider a linear vector field on Rn corresponding to the homogeneous part of system
(3.1),

Ã = A+
m∑
i=1

uiBi, u ∈ Ω.

As described above, for every x ∈ Rn with xi 6= 0 the projection of the linear vector
field Ãx = (a1(x), . . . , an(x)) to a vector field on Pn−1 is given in local coordinates on
ψi(Ui) by

Ãiz = (a1(z̄i), . . . , âi(z̄i), . . . an(z̄i))> − ai(z̄i)z,

where z̄i = (z1, . . . , zi−1, 1, zi+1, . . . , zn)>. Next, consider a vector field (3.34) for the bilin-
ear system (3.24) on Rn+1. For the charts of Pn restricted to Pn,0 = e(Pn−1) observe

ψ̌i(ž) = (ψi(x), 0)> for ž = [x1 : · · · : xn : 0] ∈ Ǔi ∩ Pn,0 = Ui × {0} with xi 6= 0.

For these vectors ž ∈ Pn,0 the projection of the linear vector field Ǎž to a vector field
on Pn is given in local coordinates on ψ̌i(Ǔi ∩ Pn,0) by

Ǎiž = (ǎ1(z̃i), . . . ,̂̌ai(z̃i), . . . , ǎn(z̃i), ǎn+1(z̃i))> − ǎi(z̃i)ž,

where ž = (ž1, . . . , žn, 0)>, z̃i = (ž1, . . . , ži−1, 1, ži+1, . . . , žn, 0)>, and

Ǎž = (ǎ1(ž), . . . , ǎn(ž), ǎn+1(ž))> = (a1(z), . . . , an(z), 0)>.

Thus we get

Ǎiz = (a1(z̄i), . . . , âi(z̄i), . . . , an(z̄i), 0)− ai(z̄i)(z1, . . . , zn, 0) =
(
Ãiz, 0

)
.

Hence the local coordinates of Ǎi and of Ãi coincide and assertion (ii) follows.
(iii) The rank conditions in (i) and (ii) imply that the system group acts transitively

on Pn,1 and on Pn,0.
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3.5 Control sets for nonhyperbolic systems

This section shows that all control sets with nonvoid interior are unbounded if the
hyperbolicity condition specified in Definition 3.3.1 is not valid. Using the compactifica-
tion of the state space constructed in the previous section, we analyze in detail when the
boundary at infinity of a control set with nonvoid interior of the affine control system in
Pn intersects the image of a control set or a chain control set of the homogeneous part.
Finally, it is shown that there is a single chain control set in Pn containing the images
of all control sets D with nonvoid interior in Rn, and the boundary at infinity of this
chain control set contains all chain control sets of the homogeneous part having nonvoid
intersection with the boundary at infinity of one of the control sets D.

We start with the following motivation. Consider a linear control system of the form

ẋ(t) = Ax(t) +Bu(t), u(t) ∈ Ω, (3.35)

where the control range Ω ⊂ Rm is a compact convex neighborhood of the origin. This
is a special case of system (1.1) for B1 = · · · = Bm = 0 and d = 0. We assume that
the system without control restriction is controllable. By Colonius and Kliemann [13,
Example 3.2.16] there is a unique control set D with nonvoid interior. With GE(A;µ)

denoting the real generalized eigenspace for an eigenvalue µ of A it satisfies

E0 ⊂ D ⊂ K + E0 + F, (3.36)

where E0 :=
⊕

Reµ=0

GE(A;µ) is the central spectral subspace, K ⊂
⊕

Reµ<0

GE(A;µ) and

F ⊂
⊕

Reµ>0

GE(A;µ), the sets K and F are compact (cf. Hinrichsen and Pritchard [26,

Theorem 6.2.23]; this can also be deduced from Sontag [39, Corollary 3.6.7]). Thus D is
bounded if and only if E0 = {0}, i.e., if A is hyperbolic. If A is nonhyperbolic we embed
system (3.35) into a homogeneous bilinear control system in Rn+1 as explained in Section
3.4 and, for the corresponding control set PD

1 in Pn, we find that the boundary at infinity
satisfies

∂∞(D) = ∂
(
PD

1
)
∩ Pn,0 = {[x1 : · · · : xn : 0] | [x1 : · · · : xn] ∈ πPE0}. (3.37)

This follows from (3.36) noting that for 0 6= x ∈ E0 and every j ∈ N one obtains an
element of D given by

kj + jx+ fj with kj ∈ K, fj ∈ F and x ∈ E0.

Considering the homogeneous coordinates and dividing by j one finds for j →∞ that
(3.37) holds. The set πPE0 is a maximal invariant chain transitive set for the flow induced
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by the homogeneous part ẋ = Ax on Pn−1 (cf. Colonius and Kliemann [14, Theorem
4.1.3]). Thus the boundary at infinity ∂∞(D) is a maximal invariant chain transitive set
for the induced flow on Pn,0.

For general affine control systems of the form (3.1) it stands to reason to replace the
maximal chain transitive sets πPE0 by maximal chain transitive sets of the control flow
associated with the homogeneous part or, equivalently, by chain control sets in Pn−1 (cf.
(2.19)) and to replace the spectral property of E0 by appropriate generalized spectral
properties. However, the situation for affine control systems will turn out to be more
intricate than for linear control systems.

Now we start our discussion of the nonhyperbolic case. Here several control sets with
nonvoid interior may coexist as illustrated by Examples 3.2.16 and 3.2.17 . The following
theorem shows that in the nonhyperbolic case all control sets with nonvoid interior are
unbounded. Observe that 0 is a Floquet exponent for the differential equation in (3.2)
with τ -periodic control u if and only if 1 ∈ spec(Φu(τ, 0)).

Theorem 3.5.1. Assume that the affine control system (3.1) on Rn satisfies the acces-
sibility rank condition. If the system is nonhyperbolic every control set D with nonvoid
interior is unbounded.

More precisely, for every control set D with nonvoid interior there are g(u) ∈ Sτ ∩
int(S), τ > 0, with 1 ∈ spec(Φu(τ, 0)) and points xk ∈ int(D) such that

∥∥xk∥∥→∞ and d
(

xk

‖xk‖
,E(Φu(τ, 0); 1)

)
→ 0 for k →∞. (3.38)

Proof. Let D be a control set with nonvoid interior and consider x ∈ int(D). By Proposi-
tion 1.3.2 (i) there are σ > 0 and g ∈ Sσ ∩ int(S) such that gx = x. Then the σ-periodic
control v with g = g(v) yields the σ-periodic trajectory and∫ σ

0

Φv(σ, s) (Cv(s) + d) ds = (I − Φv(σ, 0))x.

Moreover, ϕ(·, x, v) ∈ int(D), because ϕ(·, x, v) ∈ O+(x) ∩ O−(x).

Step 1. If 1 ∈ spec(Φv(σ, 0)) the affine subspace Y = x + E(Φv(σ, 0); 1) ⊂ int(D).

Indeed, the Lemma 1.4.4 shows that there is a σ-periodic solution of (1.18) starting in
y if and only if y ∈ Y = x + E(Φv(σ, 0); 1). Thus g(v)y = y, for all y ∈ Y. Proposition
1.3.2 (ii) implies that every y is in the interior of some control set, hence Y ⊂ int(D).

Furthermore, Lemma 1.4.4 also yields points xk ∈ Y such that assertion (3.38) holds with
u := v and τ := σ.

Step 2. Suppose that 1 6∈ spec(Φv(σ, 0)). Lemma 1.4.2 shows that there exist τ1 > 0,
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g(u1) ∈ Sτ1 ∩ int(S), and a continuous path

p : [0, 1] −→ int(S)

α 7−→ g(uα)

where p(0) = g(u0) = g(v), with the following properties:

• uα are τα-periodic controls with τ0 = σ;

• g(uα) ∈ Sτα ∩ int(S) for α ∈ [0, 1];

• The principal fundamental solutions Φuα(t, s) of ẋ(t) = A(uα(t))x(t) satisfy 1 6∈
spec(Φuα(τα, 0)) for α ∈ [0, 1);

• 1 ∈ spec(Φu1(τ1, 0)).

The times τα as well as the controls uα ∈ L2([0, 2σ + τ1] ;Rm) depend continuously on
α ∈ [0, 1). Hence, α ∈ [0, 1), there are unique τα-periodic trajectories for uα which xα =

g(uα)xα. By Proposition 1.3.2 (ii) there are elements in the interior of a control set. It
follows that all τα-periodic trajectories with α ∈ [0, 1) are contained in the interior of D,
in particular, their initial values satisfy xα ∈ int(D).

Now consider a sequence αk → 1 with αk < 1. If∫ τ1

0

Φu1(τ1, s)
(
Cu1(s) + d

)
ds ∈ Im(I − Φu1(τ1, 0)), (3.39)

let with α0 := 1 for k = 0, 1, 2, . . .

bk :=

∫ ταk

0

Φuαk (ταk , s) (Cuαk(s) + d) ds, and Ak := I − Φuαk (ταk , 0).

Then Akxαk = bk and Ak → A0, bk → b0 for k →∞, and kerA0 = E(Φu1(τ1, 0); 1). If xαk

remains bounded, we may assume that xαk → x0 for some x0 ∈ Rn and hence A0x
0 = b0.

As in Step 1, Lemma 1.4.4 implies assertion (3.38). If xαk becomes unbounded then∥∥∥∥A0
xαk

‖xαk‖

∥∥∥∥ ≤ ‖A0 − Ak‖+

∥∥∥∥Ak xαk

‖xαk‖

∥∥∥∥ ≤ ‖A0 − Ak‖+
bk
‖xαk‖

→ 0 for k →∞,

and again (3.38) follows.
If (3.39) does not hold, Lemma 1.4.3 implies that, for k = 1, 2, . . ., the initial values

xk of the ταk-periodic solutions satisfy (3.38) with u := u1, τ = τ1.

Next we discuss the relation of the boundary at infinity to control sets of the homo-
geneous part of the affine control system, motivated by the case of linear control systems
exposed in the beginning of this section. If one considers affine system (3.1) far from the
origin, the affine part

∑m
i=1 ui(t)ci + d should become less and less relevant (note that the
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control range Ω is bounded). Hence the behavior might be related to the homogeneous
part (3.2). We will analyze how far this is true using the compactification of the state
space made possible by projecting the bilinear homogeneous system (3.24) to projective
space Pn.

First observe that every control set PD
1 = πPD

1 satisfies PD
1 ∩ Pn,0 = ∅, since Pn,0 is

invariant. Recall that e defined in (3.29) denotes the diffeomorphism from Pn−1 to Pn,0.
We note the following lemma.

Lemma 3.5.2. Suppose that PD
1 is an invariant control set.

(i) If x ∈ ∂ (PD
1) ∩ Pn,0, then O+(x) ⊂ ∂ (PD

1) ∩ Pn,0.

(ii) If e(PDhom) ⊂ Pn,0 is a control set with ∂ (πPD
1)∩ e(PDhom) 6= ∅, then e(PDhom) ⊂

∂ (πPD
1) ∩ Pn,0.

(iii) If ∂ (PD
1) ∩ Pn,0 6= ∅ it contains an invariant control set e(PDhom) of the system

restricted to Pn,0.

Proof. (i) Let y ∈ O+(x). Then y ∈ Pn,0, since Pn,0 is invariant and closed in Pn. For fixed
ε > 0 there are T > 0 and u ∈ Upc with d(ϕ(T, x, u), y) < ε

2
. Furthermore, there are xk ∈

PD
1 with xk → x. Since PD

1 is an invariant control set it follows that ϕ(T, xk, u) ∈ PD1,

and continuous dependence on the initial values implies that ϕ(T, xk, u) −→ ϕ(T, x, u),

for k large enough d
(
ϕ(T, xk, u), ϕ(T, x, u)

)
< ε

2
. Thus

d
(
ϕ
(
T, xk, u

)
, y
)
≤ d

(
ϕ
(
T, xk, u

)
, ϕ(T, x, u)

)
+ d (ϕ(T, x, u), y)

≤ ε.

Since ε > 0 is arbitrary, we have shown that y ∈ PD1 and henceO+(x) ⊂ ∂ (PD
1)∩Pn,0.

(ii) Pick x ∈ ∂ (PD
1) ∩ e(PDhom). Since e(PDhom) ⊂ O+(x), the assertion follows from

(i).
(iii) By Colonius and Kliemann [13, Theorem 3.2.8], for every point x in the compact

space Pn,0 there is an invariant control set e(PDhom) contained in O+(x). Assertion (i)
shows that every x ∈ ∂ (PD

1) ∩ Pn,0 satisfies O+(x) ⊂ ∂ (PD
1) ∩ Pn,0 and hence the

assertion follows.

We obtain the following consequence for invariant control sets.

Theorem 3.5.3. Assume that the affine system (3.1) satisfies the accessibility rank con-
dition and this system is nonhyperbolic. Suppose that D is an invariant control set.

(i) Then the interior of D is nonvoid, the set D is unbounded in Rn, and the boundary
at infinity ∂∞(D) contains an invariant control set e(PDhom) of the system restricted
to Pn,0.
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(ii) If the control range Ω is a compact convex neighborhood of the origin and the sys-
tem on Pn−1 satisfies the accessibility rank condition, then the boundary at infinity
∂∞(D) contains the unique invariant control set e(PDhom) where PD

hom is the unique
invariant control set on Pn−1.

Proof. (i) The interior of D is nonvoid, since the interior of the system semigroup is
nonvoid by Theorem 1.3.1 (i). Theorem 3.5.1 shows that the set D is unbounded. It
follows that PD1 ∩ Pn,0 6= ∅, and by Proposition 3.4.2 (i) PD

1 is an invariant control set
contained in Pn,1. Hence the assertion follows from Lemma 3.5.2 (iii).

(ii) The accessibility rank condition implies that the invariant control set e(PDhom) of
the system on Pn,0 is unique, since this property holds by Theorem 2.2.15 (i) on Pn−1.

Our results have shown that in the nonhyperbolic case every control set with nonvoid
interior is unbounded and, under the assumptions of Theorem 3.5.3 (ii), the boundary
at infinity of an invariant control set of the affine control system, contains the unique
invariant control set of the projectivized homogeneous part. Note, however, that there
need not exist an invariant control set of the affine control system and Theorem 2.2.15
(iii) ensures that the invariant control set of the projectivized homogeneous part generates
a control set in Rn \ {0} only if 0 is in the interior of its Floquet spectrum. In contrast,
Colonius and Kliemann [13, Theorem 3.2.8] shows that there always exists an invariant
control set in the compact space Pn,1 = Pn. Since Pn,1 is invariant, there exists an invariant
control set in Pn,1 (it is not closed if its closure intersects Pn,0).

Next we analyze the boundary at infinity of not necessarily invariant control sets. Here
the chain control sets PEj of the projectivized homogeneous part will play a crucial role.
Recall from Section 2.2 their relation to the control sets with nonvoid interior.

Proposition 3.5.4. Let the assumptions of Theorem 3.5.1 be satisfied and consider a
control set D ⊂ Rn with nonvoid interior of (3.1). Then there is g(u) ∈ Sτ ∩ int(S) such
that 1 ∈ spec(Φu(τ, 0)) (hence 0 is a Floquet exponent) and the boundary at infinity of D
satisfies

e(πP(E(Φu(τ, 0); 1)) ∩ ∂∞(D) 6= ∅. (3.40)

Proof. Theorem 3.5.1 shows that D is unbounded and that there are g(u) ∈ Sτ ∩ int(S)

with 1 ∈ spec(Φu(τ, 0)) and xk ∈ int(D) satisfying
∥∥xk∥∥→∞ and d(xk,E(Φu(τ, 0); 1))→

0 for k →∞. Under the projection πP to Pn one obtains that

πP{(x, 0) | x ∈ E(Φu(τ, 0); 1)} ⊂ Pn,0.
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Hence, in homogeneous coordinates, this leads to

d
([
xk1 : · · · : xkn : 1

]
, πP{(x, 0) | x ∈ E(Φu(τ, 0); 1)}

)
= inf{d

([
xk1 : · · · : xkn : 1

]
, [y1 : · · · : yn : 0]

)
| y = (y1, . . . , yn) ∈ E(Φu(τ, 0); 1)}

= min

{
d

(
xk

‖xk‖
,− y

‖y‖

)
, d

(
xk

‖xk‖
,
y

‖y‖

)∣∣∣∣ y ∈ E(Φu(τ, 0); 1)

}
≤ min

{
2

‖xk‖
d
(
xk,−y

)
,

2

‖xk‖
d
(
xk, y

)∣∣∣∣ y ∈ E(Φu(τ, 0); 1)

}
,

as d(xk,E(Φu(τ, 0); 1))→ 0 for k →∞, follow that

d(
[
(xk1 : · · · : xkn : 1

]
, πP{(x, 0) | x ∈ E(Φu(τ, 0); 1)} → 0.

Proposition 3.4.2 (i) claim that if xk ∈ int(D), ‖xk‖ → ∞ and [y1 : · · · : yn : 0] is a cluster
point of xk

‖xk‖ so y ∈ ∂PD ∩ Pn,0. Furthermore,

e (πPE(Φu(τ, 0); 1)) ∩ ∂∞(D) = πP{(x, 0) | x ∈ E(Φu(τ, 0); 1)} ∩ ∂∞(D) 6= ∅

We obtain the following result on the relation between the boundary at infinity of a
control set in Rn and a chain control set of the homogeneous part in Pn−1.

Theorem 3.5.5. Assume that the system group of the affine control system (3.1) acts
transitively on Rn and that the system is nonhyperbolic. Furthermore, let the control range
Ω be a compact convex neighborhood of the origin. Consider a control set D ⊂ Rn with
nonvoid interior of (3.1).

(i) Then there is a chain control set PE
hom
j ⊂ Pn−1 such that ∂∞(D) ∩ e(PEhom

j ) 6= ∅.

If the projectivized homogeneous part on Pn−1 satisfies the accessibility rank condition,
the following further assertions hold.

(ii) For the control sets PD
hom
1 , . . . , PD

hom
ij
⊂ PE

hom
j with nonvoid interior there are

points yi ∈ π−1
P (PDhom

i ) and αi ∈ R with

e(πP(α1y
1 + · · ·+ αijy

ij)) ∈ ∂∞(D).

(iii) If the chain control set PE
hom
j in Pn−1 is the closure of a control set PD

hom
j with

nonvoid interior, then 0 ∈ ΣFl(PDhom
j ) and the boundary at infinity ∂∞(D) has a

nonvoid intersection with the closure of the control set e(PDhom
j ).

Proof. (i) This follows from Proposition 3.5.4: Since x = Φu(τ, 0)x for all x ∈ E(Φu(τ, 0); 1)

the set πP (E(Φu(τ, 0); 1)) consists of points on τ -periodic solutions for τ -periodic control
u and hence is contained in a chain control set e(PEhom

j ) in Pn,0.

100



(ii) By (2.18) there are control sets PD
hom
1 , . . . , PD

hom
ij
⊂ PE

hom
j with nonvoid interior.

This implies that for x ∈ PE
hom
j there are points yi ∈ π−1

P

(
PDhom

i

)
, and αi ∈ R such

that

x = α1y
1 + · · ·+ αijy

ij .

Under the embedding e of Pn−1 into Pn,0 this yields a point

e(πP(α1y
1 + · · ·+ αijy

ij)) ∈ ∂∞(D).

This proves assertion (ii). Assertion (iii) follows from (i) and (ii).

Under the assumptions of Theorem 3.5.5 (iii), suppose that for the control u with the
property in (3.40) the Floquet exponent 0 even satisfies 0 ∈ int(ΣFl(PD

hom
j )). Then, by

Theorem 2.2.15, the control set PD
hom
j is the projection of a control set RD

hom
j of the

homogeneous part in Rn \ {0}.
In order to show a partial converse of Theorem 3.5.5 we prepare the following lemma.

Lemma 3.5.6. Suppose that g(u) ∈ Sτ ∩ int(S) with 1 ∈ spec(Φu(τ, 0)) and

Φu(τ, 0) = exp
(
tkA

(
uk
))
· · · exp

(
t1A

(
u1
))
,

where i = 1, . . . , k, ti > 0 and ui ∈ Ω, hence τ = t1 + · · · + tk and u(t) = ui for
t ∈ [t0 + · · ·+ ti−1, t0 + · · ·+ ti] with t0 = 0.

Define for s ∈ [0, tk] controls us by us(t) = u(t) for t ∈ [0, τ − s]. Then u0 = u and
there is ε > 0 such that

g(us) ∈ Sτ−s ∩ int(S) with 1 6∈ spec(Φus(τ − s, 0)) for s ∈ (0, ε).

Furthermore, Φus(τ − s, 0)→ Φu(τ, 0) for s→ 0.

Proof. The matrices

Φus(τ − s, 0) = exp((tk − s)A(uk)) · · · exp(t1A(u1))

depend analytically on s and the same holds for det(I − Φus(τ − s, 0)) − 1. Hence there
are at most finitely many zeroes in [0, tk] which implies that there is ε > 0 with

1 6∈ spec(Φus(τ − s, 0)) for s ∈ (0, ε) .

Taking ε > 0 small enough, we obtains that g(us) ∈ Sτ−s ∩ int(S).
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Next we formulate the announced partial converse of Theorem 3.5.5. Recall that the
elements of the system semigroup RShom of the bilinear homogeneous system on Rn \ {0}
can be identified with the principal fundamental solutions Φu(τ, 0) for τ -periodic u ∈ Upc.

Theorem 3.5.7. Assume for the homogeneous part in Rn \ {0} of system (3.1) that the
accessibility rank condition holds. Let RD

hom
i be a control set with nonvoid interior. Then

there is a control set D with nonvoid interior of the affine system (3.1) such that its
boundary at infinity satisfies, with PD

hom
i ⊃ πP(RD

hom
i ),

∂∞ (D) ∩ e(PDhom
i ) 6= ∅. (3.41)

Proof. Fix a point x ∈ int(RD
hom
i ). Since int(S≤τ ) 6= ∅ for all τ > 0 there are τ0 > 0

small enough and u0 ∈ Upc with g(u0) ∈ Sτ0 ∩ int(S) and x0 := Φu0(τ0, 0)x ∈ int(RD
hom
i ).

Since also int(RShom
≤τ ) 6= ∅ for all τ > 0 there are τ1 > 0 small enough and u1 ∈ Upc such

that the corresponding element Φu1(τ1, 0) ∈ RShom
τ1
∩ int(RShom) satisfies

x1 := Φu1(τ1, 0)x0 = Φu1(τ1, 0)Φu0(τ0, 0)x ∈ int(RD
hom
i ).

By controllability in the interior of RD
hom
i there are τ2 > 0 and u2 ∈ Upc satisfying

Φu2(τ2, 0)x1 = x. Define τ := τ0 + τ1 + τ2 and a control u ∈ Upc by τ -periodic extension of

u(t) :=


u0(t) for t ∈ [0, τ0)

u1(t− τ0) for t ∈ [τ0, τ0 + τ1)

u2(t− τ0 − τ1) for t ∈ [τ0 + τ1, τ0 + τ1 + τ2)

.

Then Φu(τ, 0)x = x, hence 1 ∈ spec(Φu(τ, 0)), and

g(u) = g(u2)g(u1)g(u0) ∈ int(S), Φu(τ, 0) = h(u) = h(u2)h(u1)h(u0) ∈ int(RShom).

By Proposition 1.3.2 (ii) it follows that the eigenspace E(Φu(τ, 0); 1) of Φu(τ, 0) for the
eigenvalue 1 is contained in the interior of a control set in Rn\{0}. Since x ∈ E(Φu(τ, 0); 1)

this implies that

E(Φu(τ, 0); 1) ⊂ int(RD
hom
i ) and hence πPE(Φu(τ, 0); 1) ⊂ int(PD

hom
i ). (3.42)

By Lemma 3.5.6 there are g(us) ∈ Sτ−σ ∩ int(S) with 1 6∈ spec(Φus(τ − s, 0)) and
Φus(τ − s, 0) → Φu(τ, 0) for s → 0. Proposition 1.2.1 (i) shows that there are unique
(τ − s)-periodic solutions of the affine equation for the (τ − s)-periodic extension of us

denoted by ϕ(·, xs, us). By Proposition 1.3.2 (ii) they are in the interior of a control set
D for the affine system (3.1).

102



Suppose that assumption (iii) in Lemma 1.4.3 is satisfied. Then it follows that

‖xs‖ → ∞ and
xs

‖xs‖
→ E(Φu(τ, 0); 1) for s→ 0. (3.43)

Hence, for s → 0, the points πP(xs, 1) ∈ πPD
1 converge to e (πPE(Φu(τ, 0); 1)) showing

that

πPD1 ∩ e (πPE(Φu(τ, 0); 1)) 6= ∅.

Together with (3.42) this implies that the boundary at infinity of D satisfies (3.41).
If assumption (iii) in Lemma 1.4.3 is not satisfied, Lemma 1.4.4 shows that there are
xk ∈ E(Φu(τ, 0); 1) with (3.43) for k →∞. This shows the assertion also in this case.

We return to the example (3.5) (cf. Mohler [32, Example 2 on page 32]) shows that,
in general, the boundary at infinity of a control set D may contain more than one control
set of the projectivized homogeneous part.

Example 3.5.8. Consider the inhomogeneous bilinear control system(
ẋ

ẏ

)
=

(
2u 1

1 2u

)(
x

y

)
+

(
0

1

)
u = (A+ uB)

(
x

y

)
+ Cu, (3.44)

with u ∈ Ω = [−1, 1].

We will show that there is a control set D in R2 such that for this extended system the
projection to P2 yields a control set PD

1 which has the property that ∂(PD
1)∩P2,0 contains

two control sets of the homogeneous part projectevized.
Step 1. The eigenvalues of A(u) = A + uB are λ1(u) = 2u + 1 > λ2(u) = 2u − 1

and λ1(−1/2) = λ2(1/2) = 0. For every u ∈ R, the eigenspaces for λ1(u) and λ2(u)

are E(A + uB;λ1(u)) = {(z, z)> | z ∈ R} and E(A + uB;λ2(u)) = {(z,−z)> | z ∈ R},
respectively. In the northern part of the unit circle (hence in P1) this yields the two
one-point control sets given by the equilibria for any u ∈ [−1, 1],

PD
hom
1 =

{(
1√
2
,

1√
2

)}
and PD

hom
2 =

{(
− 1√

2
,

1√
2

)}
.

Indeed, for constant control u we have

exp(tA(u)) =
1

2

(
et(2u+1) + et(2u−1) et(2u+1) − et(2u−1)

et(2u+1) − et(2u−1) et(2u+1) + et(2u−1)

)
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so

exp(tA(u))

(
1√
2
,

1√
2

)>
=

1

2

(
et(2u+1) + et(2u−1) et(2u+1) − et(2u−1)

et(2u+1) − et(2u−1) et(2u+1) + et(2u−1)

)(
1√
2

1√
2

)

=
1

2

1√
2

(
et(2u+1) + et(2u−1) + et(2u+1) − et(2u−1)

et(2u+1) − et(2u−1) + et(2u+1) + et(2u−1)

)

=
1√
2

(
et(2u+1)

et(2u+1)

)

= et(2u+1)

(
1√
2

1√
2

)
,

as πP
(
et(2u+1)

(
1√
2
, 1√

2

))
=
[

1√
2
, 1√

2

]
its follows that

[
1√
2

: 1√
2

]
is a fixed point of the

projected system of the homogeneous part of the control affine system (3.44). By the same
arguments we prove that

[
1√
2

: 1√
2

]
is a fixed point for this system. Hence PD

hom
1 and

PD
hom
2 are two (one-point) control sets in the northern part of the unit circle.
In P2,0 one obtains in homogeneous coordinates

e(PD1) = PD
0
1 =

{[
1√
2

:
1√
2

: 0

]}
and e(PD2) = PD

0
2 =

{[
− 1√

2
:

1√
2

: 0

]}
.

Step 2. For |u| 6= 1
2
the equilibria of the affine system are given by(

xu

yu

)
= − (A+ uB)−1Cu =

−1

4u2 − 1

(
2u −1

−1 2u

)(
0

1

)
u =

u

4u2 − 1

(
1

−2u

)
.

This leads to yu = −2uxu for |u| 6= 1
2
. For the asymptotics of the equilibria it follows that

(xu, yu)
> approach the line {(z,−z)> | z ∈ R} for u → 1

2
and the line {(z, z)> | z ∈ R}

for u → −1
2
. In both cases, the equilibria become unbounded. In particular, there is a

connected unbounded branch of equilibria

B1 =

{(
xu

yu

)∣∣∣∣ u ∈ (−1

2
,
1

2

)}
with

(
x0

y0

)
=

(
0

0

)
∈ B1;

see Figure (3.1) (cf. also Mohler [32, Figure 2.1 on p. 33] or Rink and Mohler [35, Figure
1]). There is a single control set D1 containing the equilibria in B1.

Step 3. We embed the control system into a homogeneous bilinear system in R3 and
project it to P2. Then the control set D = {(x, y, 1) | (x, y) ∈ D1} yields a control set PD

1

in P2,1 given by

PD
1 =

{
[x : y : 1]

∣∣ (x, y)> ∈ D
}
.
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The equilibria in B1 satisfy for u→ 1
2
and u→ −1

2

(xu, yu)

‖(xu, yu)‖
→
(
± 1√

2
,

1√
2

)
,

respectively, and hence in P2

[
xu

‖(xu, yu)‖
:

yu
‖(xu, yu)‖

:
1

‖(xu, yu)‖

]
→
[
± 1√

2
:

1√
2

: 0

]
.

Consequently, both control sets e
(
PD

hom
1

)
and e

(
PD

hom
2

)
for the homogeneous part are

contained in the boundary at infinity of the control set D,

e
(
PD

hom
1

)
∪ e

(
PD

hom
2

)
⊂ ∂

(
PD

1
)
∩ P2,0 = ∂∞(D).

The homogeneous part of Example 3.5.8 not satisfy the accessibility rank condition
in P1 and the control sets PD1 and PD2 in P1 have void interiors. We slightly modify
this example in order to get control sets in P1 with nonvoid interior. Note that here an
arbitrarily small perturbation suffices to change the system behavior drastically.

Example 3.5.9. Consider for small ε > 0(
ẋ

ẏ

)
=

(
2u 1

1 (2 + ε)u

)(
x

y

)
+

(
0

1

)
u = (A+ uB(ε))

(
x

y

)
+ Cu,

with u(t) ∈ [−1, 1]. We will show that there is a control set D in R2 such that the boundary
at infinity ∂∞(D) = ∂(PD

1) ∩ P2,0 contains two control sets with nonvoid interior of the
homogeneous part.

Step 1. The eigenvalues of A+ uB(ε) are given by

λ1,2(u, ε) =
u

2
(4 + ε)±

√
1 + u2

[
1

4
(4 + ε)2 − (4 + 2ε)

]
.

Note that λ1(u, ε) > λ2(u, ε) for all u ∈ [−1, 1]. For ε = 0, it is clear that the functions
u 7→ λ1,2(u, 0) = 2u±1 are strictly increasing, hence this also holds for small ε > 0. Thus
there are unique values u1(ε), u2(ε) ∈ (−1, 1) with

λ1(u1(ε), ε) = 0 and λ2(u2(ε), ε) = 0,

and u1(ε) → −1
2
and u2(ε) → 1

2
for ε → 0. The eigenvectors (x, y)> satisfy y =

(λ1,2(u, ε)− 2u)x. For ε → 0 and all u ∈ [−1, 1] the eigenspace E(A + uB(ε);λi(u, ε))

converges to the eigenspace E(A+ uB(0);λi(u, 0)). In the northern part of the unit circle
(hence in P1) this yields the two equilibria e1(u, ε) and e2(u, ε), and the other trajectories
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in P1 converge for t→∞ to e1(u, ε) and for t→ −∞ to e2(u, ε). Hence there are control
sets PD

hom
1 and PD

hom
2 (depending on ε) with nonvoid interior consisting of the equilibria

e1(u, ε) and e2(u, ε), u ∈ [−1, 1], resp. The control set PD
hom
1 is invariant. One easily

verifies the accessibility rank condition in P1. Since 0 ∈ int(ΣFl(PD
hom
i )) it follows that

PD
hom
i is the projection to P1 of a control set RD

hom
i in R2 \ {0}, i = 1, 2.

Step 2. For u 6= u1(ε), u2(ε) the equilibria are given by

(A+ uB(ε)) (xu(ε), yu(ε))
> = −Cu.

It follows that the equilibria (xu(ε), yu(ε))
> approach E(A+ui(ε)B(ε); 0) for u→ ui(ε), i =

1, 2. In both cases, the equilibria become unbounded. In particular, there is a connected
unbounded branch of equilibria

B1(ε) =
{

(xu(ε), yu(ε))
> ∣∣ u ∈ (u1(ε), u2(ε)

)}
and a single control set D (again depending on ε) containing the equilibria in B1(ε).

Step 3. Embedding the control system into a homogeneous bilinear system in R3 and
projecting it to P2 one obtains from the control set D a control set in P2,1 given by πPD1 ={

[x : y : 1]
∣∣ (x, y)> ∈ D

}
. As the equilibria (xu(ε), yu(ε))

> ∈ B1 become unbounded for
u→ ui(ε) they approach the eigenspace E(A+ ui(ε)B(ε); 0), respectively. It follows that

e(PD
hom
1 ) ∩ ∂∞(D) 6= ∅ and e(PDhom

2 ) ∩ ∂∞(D) 6= ∅.

In the following we consider chain control sets of the affine system in Pn. The following
definition is analogous to the boundary at infinity for control sets.

Definition 3.5.10. The boundary at infinity of a chain control set PE for the affine
system (3.28) in Pn is

∂∞(PE) := ∂(PE) ∩ Pn,0.

This definition is similar to the boundary at infinity for control sets but it refers to
chain control sets in Pn not requiring that they are obtained from chain control sets in
Rn.

Note that ∂∞(PE) ⊂ PE since chain control sets are closed.

Lemma 3.5.11. Let PE be a chain control set in Pn.

(i) If ∂∞(PE)∩e(PEhom
j ) 6= ∅ for a chain control set PE

hom
j in Pn−1 of the homogeneous

part, then e(PEhom
j ) ⊂ ∂∞(PE).

(ii) If ∂∞(PE) is nonvoid, it contains a chain control set e(PEhom
j ) for a chain control

set PE
hom
j of the homogeneous part.
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Proof. (i) Recall from Proposition 3.4.2 (iii) that e(PEhom
j ) is a chain control set of the

system restricted to Pn,0. We will show that the set

PE
′ := PE ∪ e(PEhom

j )

satisfies the properties (i) and (ii) of a chain control set in Pn. Then the maximality
property (iii) of the chain control set PE implies that PE

′ = PE showing that e(PEhom
j ) ⊂

∂∞(PE).
It is clear that PE

′ satisfies (i), since this holds for PE and e(PEhom
j ). For property (ii), it

suffices to consider x ∈ PE, and y ∈ e(PEhom
j ) and ε, T > 0. Fix z ∈ ∂∞(PE)∩e(PEhom

j ) =

PE ∩ e(PEhom
j ). There are controlled (ε, T )-chains ζ1 and ζ2 from x to z and from z to x,

respectively. For the system restricted to Pn,0, there exist controlled (ε, T )-chains ζ3 and
ζ4 from z to y and from y to z, respectively. Then the concatenations ζ3 ◦ ζ1 and ζ3 ◦ ζ4

are controlled (ε, T )-chains from x to y and from y to x, respectively. This concludes the
proof of assertion (i).

(ii) Let x ∈ ∂∞(PE). Then there exists a control u ∈ U with ϕ(t, x, u) ∈ ∂∞(PE) =

PE ∩ Pn,0 for all t ≥ 0, by property (i) of chain control sets and invariance of Pn,0. Since
PE ∩ Pn,0 = ∂(PE) ∩ Pn,0 is compact, it follows that the set of limit points satisfies

∅ 6= ωP(u, x) :=
{
y = lim

k→∞
πPϕ(tk, x, u)

∣∣∣ tk →∞} ⊂ PE ∩ Pn,0.

Hence Colonius and Kliemann [13, Corollary 4.3.12] implies that there exists a chain
control set of the system restricted to Pn,0 containing ωP(u, x). Thus there is a chain
control set PE

hom
j in Pn−1 of the homogeneous part with ∂∞(PE) ∩ e(PEhom

j ) 6= ∅. Now
the assertion follows from (i).

The next theorem is the main result on the control sets D with nonvoid interior in Rn

in the nonhyperbolic case. In contrast to the hyperbolic case treated in Section 3.3 D is
unbounded and does not have they to unique. Using the compactification provided by Pn,
we will show that there is a single chain control set PE in Pn containing the images of all
the control sets D. The boundary at infinity ∂∞(PE) is related to the homogeneous part
of the system: it contains all chain control sets e(PEhom

j ) for chain control sets PE
hom
j of

the homogeneous part having nonvoid intersection with the boundary at infinity ∂∞(D)

of one of the control sets D. By Theorem 3.5.5 we know that each ∂∞(D) has nonvoid
intersection with at least one e(PEhom

j ).

Theorem 3.5.12. Assume that the affine control system (3.1) satisfies the accessibility
rank condition and that it is nonhyperbolic. Furthermore, let the control range Ω be a
compact convex neighborhood of the origin.

Then there exists a single chain control set PE in Pn containing the control sets πPD1

for all control sets D with nonvoid interior in Rn. Furthermore, the boundary at infinity
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∂∞(PE) contains all ∂∞(D) and all chain control sets e(PEhom
j ), where PE

hom
j are the chain

control sets in Pn−1 for the homogeneous part with ∂∞(D) ∩ e(PEhom
j ) 6= ∅ for some D.

Proof. Consider control sets D0 and D1 in Rn with nonvoid interior. It suffices to show
that there is a chain control set PE in Pn containing πPD1

0 and πPD1
1, and that its boundary

at infinity ∂∞(PE) contains all chain control sets e(PEhom
j ) with ∂∞(Di) ∩ e(PEhom

j ) 6= ∅
for i = 0 or i = 1.

Pick x0 ∈ int(D0) and x1 ∈ int(D1). Then, for i = 0, 1, Proposition 1.3.2 (i) implies
that there are τi > 0 and gi = g(ui) ∈ Sτi ∩ int(S) with xi = g(ui)xi. Using Lemma
1.3.4 one finds a continuous path p : [0, 1] → int(S) ⊂ Rn o GL(n,R) with p(0) =

g(u0), p(1) = g(u1), and p(α) = g(uα) ∈ Sτα ∩ int(S), where τα > 0 depends continuously
on α. Furthermore, g(uα) depends in a piecewise analytic way on α. By Remark 1.3.5
also uα ∈ L2([0, τ0 + τ1];Rm) depends continuously on α. It follows that also Φuα(τα, 0)

depends continuously and in a piecewise analytic way on α.
If there is a point xα ∈ Rn with xα = g(uα)xα, Proposition 1.3.2 (ii) shows that there

is a control set Dα with xα ∈ int(Dα). If such a point does not exist, this means that the
τα-periodic differential equation

ẋ(t) = A(uα(t))x(t) + Cuα(t) + d

has no τα-periodic solution. Hence, by Proposition 1.2.1 (ii), 1 ∈ spec(Φuα(τα, 0)) and∫ τα
0

Φuα(τα, s) [Cuα(s) + d] ds 6∈ Im(I − Φuα(τα, 0)).

Claim 1. Let α0 ∈ [0, 1] be a parameter value where 1 6∈ spec(Φuα0 (τα0 , 0)) and
g(uα0)xα0 = xα0 and α 7→ g(uα) a continuously differentiable map in α0. Then there is
ε > 0 such that for all α ∈ [0, 1] with |α− α0| < ε there is xα with g(uα)xα = xα and
α 7→ xα is continuously differentiable.

The claim follows by the Implicit Function Theorem: The function F (α, x) = x −
g(uα)x is continuously differentiable as a map J ×Rn → Rn, where J is an open interval
containing [0, 1]. In fact, by (1.15)

∂

∂x
g(uα)x =

∂

∂x
ϕ(τα, x, u

α) = Φuα(τα, 0),

and Φuα(τα, 0) depends continuously on α. One has that F (α0, x
α0) = 0 and

∂

∂x
F (α0, x) = I − Φuα0 (τα0 , 0)

is of full rank in α = α0 since 1 6∈ spec(Φuα0 (τα0 , 0)). Thus there is a continuously differen-
tiable function α 7→ xα defined on a neighborhood of α0 with 0 = F (α, xα) = xα−g(uα)xα

and Claim 1 follows.
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Define

A := {α ∈ [0, 1]
∣∣∣ 1 6∈ spec(Φuα(τα, 0)) and α′ 7→ g(uα

′
) cont. differentiable in α}.

There are at most only finitely many 0 ≤ α1 < · · · < αr ≤ 1 with 1 ∈ spec(Φuα(τα, 0)) or
α 7→ g(uα) not being continuously differentiable. This holds, since α→ det(I−Φuα(τα, 0))

and α 7→ g(uα) are piecewise analytic, hence continuously differentiable for all but at most
finitely many points in [0, 1]. In particular, A consists of r′ intervals, which 1 ≤ r′ ≤ r+1.

For α ∈ A there is xα with xα = g(uα)xα and xα ∈ int(Dα) for some control set Dα

with nonvoid interior, since g(uα) ∈ int(S). Claim 1 implies that for all α′ ∈ [0, 1] in a
neighborhood of α ∈ A there is a solution of xα′ = g(uα

′
)xα

′
, hence xα′ ∈ int(Dα′). For

each α in an interval contained in A, xα depends continuously on α, hence its is contained
in the interior of a single control set. Denote these control sets by D2, . . . , Dr′+1. Since
they are unbounded, ∂∞(Di) is nonvoid for all i. The control sets PD

1
i in Pn are contained

in chain control sets PEi and it follows that ∂∞(PEi) ⊃ ∂∞(Di) are nonvoid. Thus Lemma
3.5.11 (ii) implies that ∂∞(PEi) contains a chain control set e(PEhom

j ), where PE
hom
j is a

chain control set of the homogeneous part in Pn−1. By Lemma 3.5.11 (i), ∂∞(PEi) contains
every chain control set of the homogeneous part that it intersects. The theorem follows
from the next claim.

Claim 2. All chain control sets PEi, i = 2, . . . , r′ + 1, in Pn coincide.
We only prove this for αi ∈ (0, 1) (if α1 = 0 or αr′+1 = 1 the proof is similar). For

every point αi 6∈ A there are control sets which we denote by Di and Di+1 such that all
α in a neighborhood of αi satisfy xα ∈ int(Di) for α < αi and xα ∈ int(Di+1) for α > αi.

Suppose 1 6∈ spec(Φuαi (ταi , 0)). Since uα ∈ L2([0, ταi + 1],Rm) and τα are continuous
with respect to α, Proposition 1.2.1 (iii) implies that xα0 ∈ Di ∩Di+1. It follows that in
Pn the intersection πPD1

i ∩πPD1
i+1 is nonvoid, showing that the chain control sets PEi and

PEi+1 containing πPD1
i and πPD1

i+1, respectively, coincide.
It remains to consider the αi with 1 ∈ spec(Φuαi (ταi , 0)). Again we have to show that

the chain control sets PEi for α < αi and PEi+1 for α > αi coincide. The projected
eigenspace πPE(Φuαi (ταi , 0); 1)) consists of points on ταi-periodic solutions for the ταi-
periodic control uαi and hence is contained in a chain control set PE

hom
j in Pn−1. We will

show that
e(PE

hom
j ) ⊂ ∂∞(PEi) ∩ ∂∞(PEi+1),

which implies that PEi and PEi+1 have nonvoid intersection and hence coincide.
First consider parameters βk → αi, βk < αi. The points xβk with xβk = g(uβk)xβk

satisfy xβk ∈ int(Di).

Case 1.
∫ ταi

0
Φuαi (ταi , s) [Cuαi(s) + d] ds 6∈ Im(I − Φuαi (ταi , 0)).

109



Lemma 1.4.3 implies that xβk ∈ Di satisfy

∥∥xβk∥∥→∞ and
xβk

‖xβk‖
→ ker(I − Φαi(ταi , 0)) = E(Φαi(ταi , 0); 1), (3.45)

and it follows that

∅ 6= ∂∞(Di) ∩ e (πPE(Φαi(ταi , 0); 1)) ⊂ ∂∞(PEi) ∩ e(PE
hom
j ). (3.46)

By Lemma 3.5.11 (i), ∂∞(PEi)contains e(PEhom
j ).

Case 2.
∫ ταi

0
Φuαi (ταi , s) [Cuαi(s) + d] ds ∈ Im(I − Φuαi (ταi , 0)).

Let, for k = 1, 2, . . .

Ak := I − Φuβk (τβk , 0), bk :=

∫ τβk

0

Φuβk (τβk , s)
(
Cuβk(s) + d

)
ds.

Then xβk = g(uβk)xβk implies Akxβk = bk and for k →∞

Ak → A0 := I − Φuαi (ταi , 0), bk → b0 :=

∫ ταi

0

Φuαi (ταi , s) (Cuαi(s) + d) ds.

If xβk remains bounded, we may assume that xβk → y0 for some y0 ∈ Di ⊂ Rn and hence
A0y

0 = b0. By Lemma 1.4.4 there are xk ∈ y0 + E(Φuαi (ταi , 0)) with
∥∥xk∥∥ → ∞ and

xk

‖xk‖ → E(Φαi(ταi , 0); 1) and again (3.46) follows implying e(PEhom
j ) ⊂ ∂∞(PEi).

If xβk becomes unbounded, we obtain∥∥∥∥A0
xβk

‖xβk‖

∥∥∥∥ ≤ ‖A0 − Ak‖+

∥∥∥∥Ak xβk

‖xβk‖

∥∥∥∥ = ‖A0 − Ak‖+
‖bk‖
‖xβk‖

→ 0 for k →∞,

and (3.45) and hence (3.46) follow implying e(PEhom
j ) ⊂ ∂∞(PEi).

We have shown this inclusion using βk → αi, βk < αi. The same arguments can be
applied to parameters βk → αi, βk > αi, showing that also for the chain control set PEi+1

the boundary at infinity ∂∞(PEi+1) contains the chain control set e(PEhom
j ). This proves

Claim 2.

The following controlled linear oscillator illustrates Theorem 3.5.12.

Example 3.5.13. Consider the affine control system (cf. [15, Example 5.17])(
ẋ

ẏ

)
=

(
0 1

−1− u −3

)(
x

y

)
+ u(t)

(
0

1

)
+

(
0

d

)
, u(t) ∈ [−ρ, ρ],
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where ρ ∈
(
1, 5

4

)
and d < 1. The equilibria are, for u ∈ [−ρ,−1) and u ∈ (−1, ρ],

C1 =

{(
x

0

)∣∣∣∣∣ x ∈
[
d− ρ
1− ρ

,∞
)}

, C2 =

{(
x

0

)∣∣∣∣∣x ∈
(
−∞, d+ ρ

1 + ρ

]}
,

respectively. The equilibria in C1 are hyperbolic, since the eigenvalues of A(u) are λ1(u) <

0 < λ2(u). The equilibria in C2 are stable nodes since λ1(u) < λ2(u) < 0. For u0 = −1

the matrix A(−1) =

(
0 1

0 −3

)
has the eigenvalue λ2(−1) = 0 with eigenspace R× {0}.

There are control sets D1 6= D2 containing the equilibria in C1 and C2, respectively, in
the interior. For uk ↗ u0 = −1, the equilibria in D1 satisfy (xuk , 0) → (∞, 0) and for
uk ↘ u0 = −1, the equilibria in D2 satisfy (xuk , 0) → (−∞, 0) for k → ∞. There is a
single chain control set PE in P2 containing the images of D1 and D2, since the eigenspace
E(eA(−1)τ ; 1) = R× {0} satisfies

e(πPE(eA(−1)τ ; 1)) ⊂ ∂∞(D1) ∩ ∂∞(D2) for any τ > 0.

Concerning the homogeneous part in P1 the projectivized eigenspace πPE(eA(−1)τ ; 1) is
contained in the invariant control set PD

hom
2 = πP{(x, λ2(u)x)>

∣∣ x 6= 0, u ∈ [−ρ, ρ]} and
PD

hom
2 is the projection of a control set RD

hom in R2, since 0 ∈ int(ΣFl(PD
hom
2 )).
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